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a b s t r a c t

Since their theoretical prediction in 1997, interatomic (intermolecular) Coulombic decay (ICD) and related
processes have been in the focus of intensive theoretical and experimental research. The spectacular
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progress in this direction has been stimulated both by the fundamental importance of the discovered
electronic decay phenomena and by the exciting possibility of their practical application, for example in
spectroscopy of interfaces. Interatomic decay phenomena take place in inner-shell-ionized clusters due
to electronic correlation between two or more cluster constituents. These processes lead to the decay
of inner-shell vacancies by electron emission and often also to disintegration of the resulting multiply
ionized cluster. Here we review the recent progress in the study of interatomic decay phenomena in

ed clu
singly and multiply ioniz

. Introduction

The present day knowledge of interatomic (intermolecular)
ecay mechanisms in clusters encompasses a diversity of distinct
hysical phenomena, all stemming from interatomic (intermolec-
lar) electronic interaction. In this section we give an overview of
he predicted and observed interatomic decay processes induced
y inner-shell ionization.

.1. Interatomic (intermolecular) Coulombic decay

Core vacancy states of atoms and molecules represent very
ighly excited states of the corresponding atomic or molecular

ons, typically lying above the double or even multiple ionization
hresholds. As a result, these states decay by electron emission in a
pecific type of autoionization process named after its discoverer,

uger [1]. Kinetic energies of the electrons emitted in the course of
uger decay are given by the differences between the bound states
f singly and doubly charged species and thus are quantized. This
roperty explains the great spectroscopic value of the Auger elec-

∗ Corresponding author. Tel.: +49 351 871 1411; fax: +49 351 871 2299.
E-mail addresses: vitali@mpipks-dresden.mpg.de (V. Averbukh),

hilipp.demekhin@pci.uni-heidelberg.de (Ph.V. Demekhin),
olorenc@mbox.troja.mff.cuni.cz (P. Kolorenč), scheit@mns2.c.u-tokyo.ac.jp
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tron spectroscopy (AES) [2], as well as its importance for numerous
analytical applications, e.g. in surface science (see, for example, Ref.
[3]). Auger decay is typically an intraatomic process, only modestly
affected by the environment. Usually, such an effect is manifested
in the so-called chemical shift of the Auger electron lines (see, for
example, Ref. [4]).

In 1997, the authors of the theoretical work [5] took a pioneering
approach to the issue of the environment effects on the decay of
vacancy states [5]. The question posed by the authors was:

Can a vacancy decay non-radiatively only due to the effect of the
environment?

Surprisingly, it turned out that such an environment-mediated
decay is not only possible, but is also a general phenomenon, typical
of relatively low-energy inner-shell vacancies. In particular, clus-
ters of various types prove to be the ideal objects to study this kind
of decay phenomenon [5]. In order to get an idea of the new decay
process discovered by Cederbaum and co-workers, one can con-
sider the decay of 2s vacancy of neon, once in an isolated ion and
once in a cluster, e.g. in Nen. The 2s−1 state of the isolated Ne+ lies
below the double ionization threshold of Ne and thus cannot decay
by Auger mechanism. As a result, (2s−1) Ne+ decays radiatively on a

nanosecond time scale. However, if (2s−1) Ne+ is allowed to inter-
act with an environment, e.g. with other Ne atoms, the situation
changes dramatically. Indeed, as shown schematically in Fig. 1 for
neon dimer, in a Nen cluster, one can consider not only the high-
energy Ne2+Nen−1 doubly ionized states, but also the ones of the
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Fig. 1. A schematic representation of the ICD process in Ne dimer. 2p electron
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intraatomic mechanism. Under such conditions, formation of decay
f the inner-valence-ionized Ne recombines into the 2s vacancy while a 2p elec-
ron of another Ne is ejected into continuum. The resulting doubly charged cluster
ecomposes by Coulomb explosion mechanism.

ype (Ne+)2Nen−2. The latter states are relatively low in energy
ue to the separation of the positive charge between two neon
toms. In fact, the charge-separated states lie several electron-volts
ower than (2s−1) Ne+Nen−1. This leads to a very interesting inter-
tomic decay process in which 2p electron of the ionized Ne fills
he 2s vacancy, while 2p electron of another Ne atom is ejected
nto continuum. Since such a process is enabled by the Coulom-
ic interaction between the electrons of the two Ne atoms, it has
een called interatomic Coulombic decay (ICD). In a small loosely
ound cluster, such as neon dimer, the repulsion between the two
harges created by ICD leads to Coulomb explosion of the system
6] (see Ref. [7] for an exception). Under such conditions, the excess
nergy of the initial vacancy state is partitioned between the outgo-
ng electron and the separating positively charged fragments. Thus,

hile Auger decay leads to quantized Auger electron energies, ICD
n small clusters makes the total of the electron and the cluster
ragment energies to be quantized. The kinetic energy of the rela-
ive motion of the fragments is often called kinetic energy release
KER).

The last several years have witnessed a series of remarkable
dvances in the experimental study of ICD. Hergenhahn, Möller
nd co-workers have presented the first experimental evidence
f ICD by clearly identifying the new process in neon clusters [8].
örner, Jahnke and co-workers have conducted a detailed study of

CD in neon dimer [9] using the cold target recoil ion momentum
pectroscopy (COLTRIMS) [10]. They have been able to measure in
oincidence both the ICD electrons and the neon ions generated
y the Coulomb explosion of (Ne+)2. The coincidences detected
y Frankfurt group were found to be arranged along the energy
onservation line corresponding to the sum of the electron energy
nd the KER being about 5 eV. Thus, the experiment of Dörner and
o-workers constitutes the most detailed direct proof of the ICD.
he electron kinetic energy and the KER spectra of Frankfurt group
ere later confirmed by theoretical calculations [11]. Going back to

arger neon clusters, Örwall et al. have estimated the dependence of
he ICD lifetime on the neon cluster size by distinguishing between
he “bulk” and the “surface” peaks in the ICD electron spectra [12].
hese experimental findings were found it to be in a reasonable
greement with earlier theoretical predictions of Santra et al. [13]
see also the more recent theoretical work of Vaval and Cederbaum
14]).

Both theoretical and experimental investigations have estab-

ished ICD as a highly general and a very efficient decay process.
ndeed, ICD is characteristic of vacancy states of van der Waals clus-
ers (see, e.g. Refs. [5,8]), hydrogen bonded clusters (see, e.g. Refs.
16,15]), and even endohedral fullerenes [17]. The ICD lifetimes
and Related Phenomena 183 (2011) 36–47 37

were found to belong to the range of 1–100 fs [13,12,17], many
orders of magnitude shorter than those of the competing photon
emission process. Thus, ICD is the main decay mode of moderate-
energy (Auger-inactive) inner shell vacancies in clusters. Further
studies of ICD are motivated, however, not only by the generality
and efficiency of this new physical process, but also by the per-
spectives of its practical use, for example in spectroscopy. The very
first step in this highly promising direction has been already done
by Hergenhahn and co-workers who have shown that ICD electron
spectra can be used in order to identify the Ne/Ar interface [18].

1.2. Beyond ICD of singly ionized states

1.2.1. Interatomic decay in inner-shell excitations
Recently, Barth et al. [19] have addressed the question, whether

interatomic decay can occur not only in the inner-valence-ionized,
but also in the inner-valence-excited states of clusters. They
have created Ne (2s−13p) excitations in Nen clusters (n being
70 on average) and detected the electrons emitted due to the
(2s−13p)NeNen−1→ (2p−13p)Ne(2p−1)Ne+Nen−2 + e− process. Aoto
et al. [20] studied in detail a similar decay phenomenon in neon
dimer. This process is related to ICD exactly in the same way in
which the resonant Auger effect [21,22] is related to the regular
Auger effect [1,2]. Consequently, it has been called resonant inter-
atomic Coulombic decay (RICD) [19].

RICD physics is richer and more involved that the ICD physics
due to several reasons. First, the interatomic decay of inner-shell-
excited states is accompanied by the intraatomic autoionization,
e.g. (2s−13p)Ne → (2p−1)Ne + e−. Whereas ICD competes only with
slow radiative decay, RICD has to compete with a fast non-radiative
process. Nevertheless, both experimental [19,20] and theoretical
[23] evidence show that this competition does not lead to a sup-
pression of RICD. Another important difference between ICD and
RICD comes from the fact that the inner-valence-excited electron
can participate in RICD process. Exactly as the resonant Auger decay
[21,22], RICD can occur either by spectator (sRICD) or by participator
(p RICD) mechanism. While the s RICD process has been observed
experimentally, pRICD has yet to be identified in the RICD electron
spectra.

Yet another distinction between ICD and RICD has its origin in
the higher energy accumulated in the inner-valence-excited states
relative to the one of the inner-valence-ionized states. For example,
(2s−13p)Ne lies about 45.5 eV above the Ne ground state, whereas
(2s−1) Ne+ lies only about 26.9 eV above the Ne+ ground state. As
a result, decay of inner-valence-excited states can be accompanied
by double ionization of the cluster. This can happen according to
a variety of mechanisms which have been discussed qualitatively
in Ref. [23]. The predicted double ionization interatomic processes
still await their detailed quantitative study. The essential question
is whether the double ionization processes are fast enough to com-
pete with autoionization and s RICD. The subject of RICD will not
be described in detail in this short review that will instead focus on
the inter-atomic decay processes triggered by ionization.

1.2.2. Auger-ICD cascade
It is well known that Auger decay of core vacancies often

results in highly excited states of the corresponding doubly ion-
ized species. Sometimes, this brings about another stage (or even
several stages) of Auger decay, forming what is usually called a
decay cascade. Often, however, the excited doubly ionized states
created by Auger process are not energetic enough to decay by an
cascade is impossible in isolated species, but can occur in clusters
with the second step of the cascade being of the ICD, rather than
of the Auger type. The Auger-ICD cascade has been first predicted
by Santra and Cederbaum [24] in 1s-ionized neon dimer and has
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Fig. 2. Schematic representation of ICD process in Born–Oppenheimer picture. PESs
of NeAr [38] are used as a representative example. Lower frame: ground state PES of
the neutral diatom (initial state). Upper frame: inner-valence-ionized (intermediate
8 V. Averbukh et al. / Journal of Electron Spectr

rst been observed by Ueda and co-workers [25–27] in 2p-ionized
rgon dimers. Interestingly, the ICD process following the 2p−1 →
s−13p−1 Auger transition in argon dimer is energetically forbid-
en: the 3s−13p−1 states of Ar2+ are not energetic enough to lead to

CD [28]. Observation of Auger-ICD cascade in Ar2[25–27] has been
evertheless possible due to the fact that Auger decay populates
ot only the 3s−13p−1 main states, but also higher-energy satel-

ites having admixture of 3p−33d configurations. The ICD following
p ionization of the Ar dimers was theoretically interpreted in [28].
ater on, Auger-ICD cascade was also observed following 1s ioniza-
ion of Ne dimer [29–31]. The ICD process was assigned as transition
etween the (2s−12p−1 1P)Ne2+Ne and (2p−2 1D)Ne2+−(2p−1)Ne+,
nd interpreted theoretically in [32]. More recently, relaxation
athways of the Ne2+Ar states populated via the K-LL Auger decay
f (1s−1)Ne+Ar were analyzed in detail in [34]. Experimental work
n the Auger-ICD cascade in NeAr is now in progress [35].

Further exploration of the fascinating subject of the interatomic
ecay phenomena and development of spectroscopic tools on their
asis requires intensive theoretical effort to guide the experi-
ental work. Such an effort is hardly possible without efficient,

dvanced theoretical tools involving both ab initio description of
he electron correlation driving the decay and a treatment of the
nsuing dynamics of the ionized cluster fragments. The next sec-
ion gives the theoretical picture of interatomic decay within the
orn–Oppenheimer (BO) approximation. Ab initio theory of inter-
tomic decay widths is presented in some detail for the case of
he ICD process in Section 3. Section 4 is devoted to the theory of
uger-ICD cascades. Some considerations on the future of the field
re summarized in Section 5.

. Coupled electronic and nuclear dynamics of interatomic
ecay

The main objective of the theory of ICD is efficient and reli-
ble calculation of the measurable spectra, i.e. ICD electron kinetic
nergy spectrum and (where applicable) KER spectrum. The the-
retical description is usually given within Born–Oppenheimer
pproximation, in which the electronic states are decoupled from
uclear motion and depend only parametrically on the nuclear
oordinates. In this picture, the inner shell ionization and the sub-
equent ICD process can be visualized as a series of transitions
etween potential energy surfaces (PESs) belonging to electronic
tates of different number of electrons (i.e. accompanied by elec-
ron emission). These transitions are represented schematically in
ig. 2. Initially, the system is assumed to be in the ground elec-
ronic state of the neutral (N-electron) system. The corresponding
ESs of loosely bound clusters are characterized by shallow minima
e.g., in meV range for van der Waals systems) and large equi-
ibrium interatomic distances. Photoionization brings the cluster
lmost instantaneously into inner-shell-ionized (typically, inner-
alence-ionized) [(N − 1)-electron] state, being the intermediate
tate of the decay. The PES of the singly ionized system is affected
y the charge — induced dipole interaction that increases the bind-

ng energy and decreases the equilibrium interatomic distances
elative to the van der Waals ground state. This means that after
anding on the inner-shell-ionized PES, the nuclear wave packet is
riven towards shorter internuclear distances. Due to the ICD, the

ntermediate state has finite lifetime. This means that the nuclear
ave packet moving on the intermediate state PES can lose some

f its density to the final (doubly ionized) state PESs. The latter

re typically dominated by the repulsion between the two posi-
ive charges and are often close to the purely Coulombic repulsive
hape. The geometry at which the decay occurred determines the
artition of energy between the outgoing electron and the repelling
ragments.
state) PES. Middle frame: doubly ionized (final state) PESs. Transitions between the
PESs accompanied by loss of an electron are shown by dashed-dotted lines. Direc-
tions of motion of nuclear wave packets on intermediate and final state PESs are
shown by dashed lines.

The above qualitative picture has its full formal analog in the
so-called time-dependent formulation of the theory of nuclear
dynamics of electronic decay processes. This theory is given in some
detail in Ref. [11] and in references therein. Here we will consider
only its few principal points. Let us denote the nuclear wave pack-
ets for the initial (i), intermediate (d) and final (f) electronic states
as �i, �d, and �f

m, respectively, where the index m accounts for the
possibility that there are several final electronic states (see Fig. 2).
We assume that the electric field used in order to ionize the initial
state is weak enough (weak-field approximation) and describe the
coupling between the intermediate and the final states of the decay
in the so-called local approximation [11]. Under these approxima-
tions, the nuclear wave packets obey the following set of coupled
differential equations:

ih̄
∂

∂t
|�i(R, t)〉 = Ĥi(R)|�i(R, t)〉

ih̄
∂

∂t
|�d(R, t)〉 = F̂(R, t)|�i(R, t)〉 + Ĥd(R)|�d(R, t)〉

ih̄
∂

∂t
|�f

m(R, �, t)〉 = Ŵm(R, �)|�d(R, t)〉 + (Ĥf
m(R) + �)|�f

m(R, �, t)〉,

(1)

where � is the energy of the electron emitted during ICD.
The Hamilton operators for the nuclear motion in the initial

and final electronic states in (1) are defined as Ĥi = T̂N + V̂i and
Ĥf

m = T̂N + V̂ f
m, where T̂N is the nuclear kinetic energy and V̂i and

V̂ f
m are the initial and final state PESs, respectively. The effective

Hamilton operator governing the intermediate state dynamics has
to account for the fact that the intermediate state is an electronic
resonance. Within the local approximation, this is done by lending
the intermediate state Hamiltonian a non-Hermitian character:
Ĥd(R) = T̂N(R) + V̂d(R) − i�̂(R)/2, (2)

where V̂d(R) is the intermediate state PES and �̂(R) is the total decay
width.
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Fig. 3. ICD of 2s Ne vacancy in NeAr cluster. Lower panel: the singlet (dashed lines)
and the triplet (solid lines) final state contributions to the ICD electron spectra for
three different initial vibrational states of neutral NeAr: v = 0, v = 1, and v = 2. Upper
panel: the total ICD electron spectra obtained assuming the population of the three
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has been developed [50–52] and applied to ICD [14]. An alternative
owest vibrational states of the electronic ground state to be according to the 10:5:4
atio (solid line) and according to the 1:0:0 ratio (thin solid line). One can see that
he ICD electron spectrum depends strongly on the initial vibrational state of the
eutral cluster.

The coupling operators F̂ and Ŵm describe the excitation from
he initial to the intermediate electronic state and the coupling of
he latter to the m-th final state, respectively. Since we assume
he inner-shell ionization to occur instantaneously, F̂ can be taken
o be R-independent and simply a ı-function in time. The Ŵm

perators describe the coupling of the intermediate state to the
ifferent final states. Within the local approximation, they are
nergy-independent and are related to the corresponding partial
ecay widths: �m(R) = 2�|Ŵm(R)|2.

As shown, e.g., in Ref. [11,36,37], all the information concerning
he decay spectrum can be derived from the knowledge of the final
uclear wave packets. Indeed, at sufficiently large time (i.e., when
he decay is complete and the norm of all the intermediate wave
acket is zero), only the final states are populated and thus carry all
he spectroscopic information of interest. In particular, the decay
pectrum as a function of the emitted electron energy � is given by
11,36]:

(�) = lim
t→∞

∑
m

�m(�, t) = lim
t→∞

∑
m

〈�f
m(R, �, t)|�f

m(R, �, t)〉. (3)
xamples of the ICD electron spectra calculated for a series of initial
ibrational states of the neutral NeAr cluster [38] are given in Fig. 3.

Eqs. (1) show clearly that the shape of the spectrum (3) is deter-
ined by two competing time scales: that of the nuclear wave
and Related Phenomena 183 (2011) 36–47 39

packet motion on the intermediate PES and that of the interatomic
decay. If the decay is fast relative to the nuclear motion, the ICD
occurs around the equilibrium geometry of the neutral (see Ref.
[38] for a recent example of this kind). If, on the other hand, decay
is slow on the scale of the nuclear wave packet evolution, ICD occurs
within a wide range of geometries. In the latter case, various con-
tributions are expected to interfere resulting in a complex pattern
of �(E) [see Eq. (3)].

An alternative way to obtain the ICD electron spectrum is
through the time-independent formulation. The time-independent
theory uses the stationary vibrational eigenstates of the interme-
diate and final state PESs, |nd

k
〉 and |nfm

j
〉, to express the ICD electron

spectrum:

�(�) =
∑

j

∣∣∣∣∣
∑

k

(nfm
j

|Ŵ∗
m|nd

k
)(nd

k
|F̂ |n0)

� + Efm
j

− Ed
n

∣∣∣∣∣
2

, (4)

(exclusive population of the vibrational ground state |n0〉 of the
initial state PES is assumed here). Eq. (4) can be derived using
non-Hermitian quantum scattering theory (see, e.g., Ref. [39]). It
closely resembles the well known Kramers–Heisenberg formula
[40] used, for instance, for description of resonant X-ray emis-
sion (see Ref. [41] for an example of a physical situation where
Kramers–Heisenberg-type expression is not applicable to the
Auger/ICD electron spectrum). The important difference between
Eq. (4) and the standard Kramers–Heisenberg formula stems from
the fact that the |nd

k
) vibrational states in Eq. (4) are eigenstates

of the non-Hermitian Hamilton operator Ĥd (2) describing the
intermediate resonant electronic state. As a result, one has to
use the so-called c-product (·|·) [see Eq. (4)] which is defined
by (f |g) = 〈f ∗|g〉 (see Ref. [42]). Clearly the time-independent and
time-dependent formulations are absolutely equivalent [43], even
though each of them gives a different insight in the spectrum. For
instance, in the time-independent expression the role of the single
vibrational states can be visualized. On the other hand, the time-
dependent formalism allows to follow the time-evolution of the
process and of the electron distribution, often simplifying the inter-
pretation of the final spectrum. Clearly, an accurate computation of
the ICD width, �(R), of the intermediate electronic state is crucial
for a reliable prediction of the ICD electron spectra within both
time-dependent and time-independent approaches.

3. ICD widths by Fano-ADC method

Calculation of ICD widths can be achieved within one of the two
main theoretical approaches. One of them relies on the introduction
of complex absorbing potential (CAP) [44,45] into the (N − 1)-
electron Hamiltonian [46] (see Refs. [47] on the relation between
the CAP method and the method of exterior complex scaling).
The decay widths are then given by the imaginary parts of those
eigenvalues of the resulting non-Hermitian Hamiltonian that are
stationary with respect to the non-physical CAP parameters. The
(N − 1)-electron Hamiltonian can be represented using a variety of
ab initio techniques, such as for example, configuration interaction
(CI) or algebraic diagrammatic construction (ADC) [48]. The appli-
cation of the CAP-CI method to calculation of ICD widths has been
reviewed in detail in Ref. [49]. More recently, CAP-ADC method [49]
based on the ADC representation of the many-electron Hamiltonian
ab initio approach to calculation of the interatomic decay widths on
which we would like to concentrate here [53] relies on Fano theory
of resonances [54], ADC-ISR representation of the many-electron
wave functions [55] and Stieltjes imaging technique [56].
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.1. ICD within Fano theory of resonances

Fano theory of resonances [54] as well as its generalized version
57,58] developed for the description of Auger decay widths repre-
ents the wave function �E at some energy E above threshold as a
uperposition of bound-like (�) and continuum-like (	�) compo-
ents, which can be thought of as the initial and final states of the
ecay:

˛,E = a˛(E)� +
Nc∑

ˇ=1

∫
Cˇ,˛(E, �) 	ˇ,� d�, (5)

here the index ˇ runs over the Nc possible decay channels. In
he specific case of interatomic (intermolecular) decay in clusters,
he bound part of the wave function, �, corresponds to the singly
onized state, typically created by the inner valence ionization of
ne of the cluster subunits. The state � is characterized by the mean
nergy:

� = 〈�|Ĥ|�〉, (6)

being the full Hamiltonian of the system. The Nc decay channels
n Eq. (5) are defined by the doubly ionized states of the clus-
er characterized by the energies Eˇ < E, ˇ = 1, . . . , Nc , i.e. by the
nergetically accessible final states of the interatomic (intermolec-
lar) decay. The continuum functions corresponding to the decay
hannels are assumed to diagonalize the Hamiltonian to a good
pproximation:

	ˇ′,�′ |Ĥ − E|	ˇ,�〉 ≈ (Eˇ + � − E) ıˇ′,ˇ ı(Eˇ′ + �′ − Eˇ − �). (7)

Using the assumption of uncoupled continuum functions, Fano
heory provides an analytic expression for the evaluation of the
ecay width:

=
Nc∑

ˇ=1

�ˇ = 2�

Nc∑
ˇ=1

∣∣Mˇ(Er, �ˇ)
∣∣2

, Mˇ(E, �) = 〈�|Ĥ − E|	ˇ,�〉, (8)

here Er is the real energy of the decaying state, Er ≈ E� = 〈�|Ĥ|�〉
nd �ˇ is the asymptotic kinetic energy of the ejected electron for
he decay channel ˇ, Er = Eˇ + �ˇ.

.2. Initial and final states of the ICD by algebraic diagrammatic
onstruction in the framework of the intermediate state
epresentation

For the result (8) to be applicable to the computation of the
nteratomic decay rates, one has to provide sensible approxima-
ions for the multi-electron bound (�) and continuum (	ˇ,�) wave
unctions. In our case, these are wave functions of a singly ion-
zed N-electron cluster, i.e. (N − 1)-electron states. Such states can
e conveniently constructed using the single ionization ADC tech-
ique. The ADC methodology has been originally developed within
he Green’s function formalism [48]. Here, however, we would like
o briefly review the single ionization ADC from a different stand-
oint, using the intermediate state representation (ISR) as proposed
y Schirmer [55].

Consider the Hartree–Fock (HF) ground state of the N-electron
eutral cluster, �N

0 . One can form a complete orthonormal set of

he (N − 1)-electron basis functions, �(N−1)
J applying the so-called

hysical excitation operators, {ĈJ}, to the HF ground state:
�(N−1)
J = ĈJ�N

0

{ĈJ} ≡ {ci; c†acicj, i < j; c†ac†
b
cicjck, a < b, i < j < k; . . .},

(9)

here ci and c†a are annihilation and creation operators respec-
ively, the subscripts i, j, k, . . . relate to the occupied spin-orbitals
and Related Phenomena 183 (2011) 36–47

and the subscripts a, b, c, . . . relate to the unoccupied spin-orbitals.
The basis set (9) is used in the familiar CI expansion of the
wave function. This expansion, once truncated after some specific
excitation class [J], possesses such important drawbacks as slow
convergence and lack of size-consistency. The ADC method over-
comes these drawbacks by using a more complicated basis for the
expansion of the (N − 1)-electron wave functions. The idea is to
apply the physical excitation operators, {ĈJ}, to the perturbation-
theoretically corrected, or “correlated” ground state of the neutral
system,

�0
J = ĈJ�N

0

�N
0 = �N

0 + �(1)
0 + �(2)

0 + �(3)
0 + · · · ,

(10)

where �(n)
0 is the n th-order correction to the HF ground state

obtained by the standard many-body perturbation theory (see, e.g.
Ref. [59]). Unfortunately, the resulting correlated excited states
(CES’s), �0

J , are not orthonormal. ADC takes care of this problem by
orthonormalizing them in two steps to obtain the so-called inter-
mediate states, �̃J . First, Gram–Schmidt orthogonalization between
the excitation classes is performed to obtain the “precursor” states,
�#

J :

�#
J = �0

J −
∑
K

[K] < [J]

〈�̃K |�0
J 〉�̃K , (11)

i.e. the functions belonging to the higher [e.g. two-hole, one-
particle (2h1p) or [J] = 2] excitation class are made orthogonal to
those of all the lower [in this case, only one-hole (1h) or [K] = 1]
excitation classes. Second, the precursor states are orthonormal-
ized symmetrically inside each excitation class:

�̃J =
∑

J′

[J′] = [J]

(

#−(1/2)

)
J′,J

�̃J′ ,
(


#
)

J′,J
= 〈�#

J′ |�#
J 〉, (12)

where
(


#
)

J′,J
is the overlap matrix of the precursor states belong-

ing to the same excitation class. The above two-step procedure can
be applied iteratively, noting that the correlated excited states of
the lowest (1h) excitation class are by definition also the precursor
states.

Any state of the (N − 1)-electron system can be represented
using the orthonormal basis of the intermediate states:

�(N−1)
q =

∑
i

∑
[J]=i

Yq,J�̃J . (13)

The expansion coefficients, YJ are obtained by the diagonalization of
the Hamiltonian matrix constructed in the basis of the intermediate
states. It is a crucial feature of the ADC approach that the Hamil-
tonian matrix elements of the type 〈�̃J |Ĥ|�̃J〉 can be expressed
analytically via the orbital energies and the electron repulsion inte-
grals if one performs the orthonormalization procedure of Eqs. (11),
(12) approximately and consistently with the order of the many-
body perturbation theory which is used for the construction of the
correlated ground state [see Eq. (10)]. Moreover, it can be shown
[55] that truncation of the expansion (13) after the excitation class
[J] = m introduces an error of the order of 2m, which should be
compared to m + 1 for the slower-converging CI expansion. The
accuracy of the expansion in excitation classes (13) should be, of

course, consistent with that of the perturbation theoretical series
for the correlated ground state (10). Thus, the order, n, at which
the perturbation theoretical expansion (10) is truncated is the sin-
gle parameter defining the level of the ADC approximation. For
this reason, ADC schemes of various quality are usually denoted
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s ADC(n), n = 2, 3, 4, . . . in full analogy with the well-known MP2,
P3, MP4, . . . perturbation-theoretical techniques for the ground

tate of the neutral system. The ADC(2) scheme for singly ionized
tates describes the many-electron wave-functions in the basis of
h and 2h1p intermediate states treating the coupling between the
h states and between 1h states and 2h1p states in the second and

n the first order, respectively. ADC(2) approximation neglects the
oupling between the different 2h1p basis functions. The extended
DC(2) scheme [ADC(2)x] takes into account the coupling between

he 2h1p states in the first order (i.e. on CI level). The third-order
DC(3) scheme, while still confined to the basis of 1h and 2h1p

ntermediate states, treats the coupling between the 1h states and
etween 1h states and 2h1p states in the third and in the second
rder, respectively. A detailed description of the single ionization
DC(2) and ADC(3) schemes, including the expressions for the
amiltonian matrix elements can be found in Ref. [60]. The proof
f the size-consistency of the ADC(n) schemes has been given in
efs. [55]. The main limitation of the existing ADC(n) schemes is
hat they are applicable to ionized and/or excited states of closed-
hell systems only. Here we are interested in applying ADC to the
nteratomic (intermolecular) decay in ionized van der Waals and
ydrogen bonded clusters, all of which satisfy this requirement.

Our main purpose is to demonstrate that the ADC(n) schemes
an be used for the ab initio calculations of the decay rates within
ano formalism. To this end, we need to show that both bound
�) and continuum (	ˇ,�) components of the (N − 1)-electron wave
unction describing the decay process [see Eq. (5)] can be approxi-

ated by the expansion in the basis of the intermediate states (13).
uppose, a vacancy residing on the subunit A of a weakly bound
luster can decay by one of the interatomic (intermolecular) mech-
nisms, but cannot decay non-radiatively if created in the isolated
pecies A. Clearly, in the final state of such a decay will be charac-
erized by two vacancies, one or both of them residing on another
luster subunit. Thus, in order to construct the ADC(n) approxima-
ion for the bound part, �, one can restrict the physical excitation
perators of the higher excitation classes to such where all the holes
eside on the subunit A only:

�0
J = ĈJ�N

0

{ĈJ} ≡ {ci; c†acicj, i < j, ϕi,j ∈ A; c†ac†
b
cicjck,

a < b, i < j < k, ϕi,j,k ∈ A; . . .},
(14)

here ϕi ∈ A is an occupied spin-orbital of the neutral cluster local-
zed on the subunit A. In this way, the intraatomic (intramolecular)
elaxation and correlation effects inside the subunit A are taken
nto account, whereas any kind of interatomic decay cannot be
escribed due to the restriction imposed on the holes. Upon the
ompletion of the selection process, one can construct and diag-
nalize the Hamiltonian in the basis of the restricted set of the
ntermediate states using the standard methods. The ADC(n) state
pproximating the � component can be identified, for example, as
he one possessing the maximal overlap with the cluster orbital
epresenting the initial vacancy. Since no configurations corre-
ponding to the open decay channels were used in the ADC-ISR
xpansion for the bound-like component, �, will be one of the
owest-energy eigenvectors of the ADC Hamiltonian. Therefore, a
ighly efficient Davidson diagonalization technique [61] can be
sed to diagonalize the matrix.
Once the ADC(n) approximation for the bound component of
he wave function has been provided, the remaining task is to con-
truct the approximate continuum components, 	ˇ,�, describing
he possible final states of the interatomic (intermolecular) decay.
uch states are naturally found among the ADC(n) eigenstates of
and Related Phenomena 183 (2011) 36–47 41

the 2h1p character:

	ˇ,�∼�2h1p
q =

∑
i

∑
[J]=i

Yq,J�̃J , 1 −
∑
[J]=2

|Yq,J |2 � 1. (15)

The �2h1p
q functions can be constructed without any restriction of

the kind of (14) being imposed on the physical excitation operators.
It is, thus, possible that some intermediate states contribute both
to � and to �2h1p

q expansions, leading to 〈�|�2h1p
q 〉 /= 0. This does

not lead to complications as the Fano formalism that we are using
does not assume the orthogonality of the bound and the continuum
components. Application of the selection scheme described above
is not straightforward in the case of symmetric clusters, e.g. those in
which the ionized inner-shell orbital is delocalized due to inversion
symmetry. As has been shown in Ref. [62], this difficulty can be
circumvented by using the appropriate linear combinations of the
“standard” configurations.

Despite the ability of ADC(n) to produce 2h1p-like wave func-
tions in the continuum region of the spectrum, there still exists a
major difficulty in associating these ADC(n) eigenstates with the
approximate continuum states of Fano theory. The difficulty stems
from the fact that the ADC(n) calculations, and ab initio quantum
chemical calculations in general, are routinely performed using the
L2 bases, usually the Gaussian ones. As a result, the L2 and not the
scattering boundary conditions are imposed and the �2h1p

q func-
tions are not properly normalized,

〈�2h1p
q |�2h1p

q′ 〉 = ıq,q′ (16)

[compare to Eq. (7)]. Moreover, the corresponding eigenenergies,
E2h1p

q are discrete and are not expected to fulfill the energy con-

servation relation for the non-radiative decay, E2h1p
q = E�, except

by a coincidence. An efficient way to deal with the above com-
plications is provided by the computational approach known as
Stieltjes–Chebyshev moment theory or Stieltjes imaging [56]. This
approach rests on the fact that while decay width (8) cannot be
calculated using the discretized continuum functions directly, the
spectral moments of (8) calculated using the pseudospectrum are
good approximations to the spectral moments constructed using
the true continuum [56]:

∑
ˇ

∫
Ek

∣∣∣〈�|Ĥ − Er |	ˇ,�ˇ
〉
∣∣∣2

dE

≈
∑

q

(
E2h1p

q

)k∣∣∣〈�|Ĥ − Er |�2h1p
q 〉

∣∣∣2
. (17)

Using the techniques of moment theory, one can recover the correct
value of the decay width (8) from the pseudospectrum through a
series of consecutive approximations of increasing order, nS [56]. A
particularly efficient realization of the Stieltjes imaging procedure
that we use in our work has been described in detail in Ref. [63].

3.3. Selected applications of the Fano-ADC method to interatomic
decay widths in clusters

Interatomic decay widths as functions of cluster geometry are
not only an essential input for simulations of ICD electron spectra
[11,38], but are also very interesting physical quantities in their
own right. The magnitude and the functional form of �(R) can tell
us a lot about physics of interatomic decay. For instance, at large

distances, the ICD width can be shown to follow an inverse-power
law, in most cases �ICD(R) ∝ R−6 [13,49,16], see also [64]. This
asymptotic behavior of the decay width can be explained by a phys-
ically appealing virtual photon transfer model which represents the
decay process as an emission of a virtual photon by the inner-shell-
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Fig. 4. Doubly logarithmic plot of the total ICD width of Ne 2s vacancy in MgNe
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luster as a function of internuclear separation. Full line – ADC(2)x result, dashed
ine – virtual photon transfer prediction [16]. Radiative width of the 2s vacancy in
ree neon atom [66] and the equilibrium distance of MgNe in the ground state are
hown by horizontal and vertical dashed lines, respectively.

onized atom followed by its absorption by a neighboring neutral.
he virtual photon transfer model neglects the overlap between
he atomic orbitals of the atoms participating in the interatomic
rocess and thus its validity around the equilibrium geometry of
he neutral cluster was a subject of debate (see, e.g. Ref. [65]).
sing the Fano-ADC ab initio approach of Sections 3.1 and 3.2, we
ave been able to show that the orbital overlap effect leads to a
ramatic enhancement of ICD widths in rare gas–alkaline earth
iatoms [16,53] (see Fig. 4). In rare gas clusters, such as Ne2, the
verlap enhancement of the ICD widths has a moderate character
see Fig. 5).

The discovery of the overlap effect on the ICD rates led us to ask
he question of what kind of chemical environment leads to highest
ossible ICD rates retaining the clear-cut interatomic nature of the
rocess. It has been realized quite early [13] that higher ICD rates
re favored by environments with the highest possible number of

earest neighbors. In large neon clusters, for example, a “bulk” 2s
acancy would decay faster than the “surface” one [12]. It turns
ut, though, that even the “bulk” neon ICD rates can be outmatched
y interatomic decay in a very interesting group of chemical com-

ig. 5. Doubly logarithmic plot of the total ICD decay width of Ne 2s vacancy in Ne2

luster as a function of internuclear separation. Full line – ADC(2)x result, dashed
ine – virtual photon transfer prediction [62], full circle – the result of the single
oint multi-reference CAP-CI calculation of Ref. [67]. Equilibrium distance of Ne2 in
he ground state is shown by the vertical dashed line.
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pounds called endohedral fullerene complexes, e.g. in Ne@C60[17].
Indeed, in (2s−1) Ne+@C60, the inner valence ionized Ne has as many
as 60 nearest neighbors to interact with, which leads to as many as
several hundreds of ICD channels. As a result, the lifetime of (2s−1)
Ne+@C60 is only about 2 fs, in fact shorter than Auger lifetime of
isolated 1s-ionized neon atom [17]. The ultrafast character of ICD
is not the only unique feature of interatomic decay in endohedral
fullerenes. A detailed consideration of the possible decay pathways
reveals that the relatively low multiple ionization energies of the
fullerenes give rise to a number of intriguing new processes, such as
double ICD (DICD) (being interatomic analog of double Auger decay
[68]), double electron transfer mediated decay (DETMD) and a two-
step cascade of interatomic decay [17]. A combination of ultrafast
ICD with the rich pattern of the possible electronic decay chan-
nels makes endohedral fullerenes particularly attractive for future
theoretical and experimental studies.

4. Interatomic decay in doubly ionized systems

As pointed out in Section 1.2.2, Auger decay of core vacancies
often produces highly excited states of the corresponding doubly
ionized species which can, in full analogy with the case of sin-
gle inner-valence vacancy, undergo interatomic (intermolecular)
decay of the ICD type in clusters. The last few years have witnessed a
significant progress in the experimental investigation of ICD follow-
ing Auger decay [25,29–31,27]. On the theoretical side, the success
of the Fano-ADC method, described in Section 3, motivated exten-
sion of this approach to the description of the interatomic decay of
excited doubly ionized states in clusters [69]. Moreover, the time-
dependent nuclear dynamics theory of electronic decay has been
generalized to the case of decay cascades [70,32,34].

4.1. Dynamics of Auger-ICD cascades

Let us consider Auger-ICD cascade in neon dimer as an example
[32]. The relevant PESs of the Ne2 computed in [33] are depicted in
Fig. 6. The whole decay cascade can be described as the following
step-wise process:

Ne2 + h̄ωexc → Ne+
2 (1s−1) + e−

ph →
Ne2+(2s−12p−1 1P)Ne + e−

ph + e−
Aug →

Ne2+(2p−2 1D) + Ne+(2p−1) + e−
ph + e−

Aug + e−
ICD,

(18)

Broadband synchrotron radiation with an energy slightly above the
K-shell ionization threshold populates the (1s−1) Ne2

+ ionic states
with emission of the primary photoelectron (e−

ph). In the next step,

the intra-atomic K − L1L2,3(1P) Auger decay of the (1s−1) Ne2
+ core-

ionized states populates the one-site dicationic states (2s−12p−1 1P)
Ne2+Ne with emission of an Auger electron (e−

Aug). The Auger decay
lifetime of 2.5 fs is by two orders of magnitude shorter than the typ-
ical time scale of the vibrational motion in the core-ionized states
(1s−1) Ne2

+ (300 fs [32]), thus practically excluding possible effect
of the nuclear dynamics at the first step of the cascade. Thus, one
can assume a vertical (instantaneous) transfer of the nuclear wave
packet to the PESs of the final Auger states (see Fig. 6).

After its creation close to the right turning point of the PES
of the (2s−12p−1 1P) Ne2+Ne state, the intermediate wave packet
starts to propagate in the direction of smaller internuclear dis-
tances and simultaneously to decay via ICD transition into the
(2p−2 1D, 2p−1)Ne2+–Ne+ tricationic states with emission of the

ICD electron (see Fig. 6). The potential energy curves for the
(2p−2 1D, 2p−1) Ne2+–Ne+ tricationic states exhibit a typical repul-
sive character with asymptotic behavior ∼2/R a.u. and cross the
(2s−12p−1 1P) Ne2+Ne dicationic states between 2.6 and 2.7 Å. Note,
only the uppermost and the lowermost lying repulsive PESs are
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Fig. 6. PESs [33] of selected states of Ne2 involved in the Auger-ICD cascade
starting from the core ionization of the Ne dimer and consisting of one-site
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− L1L2,3(1P) Auger transition in the Ne atom followed by ICD transition into
he (2p−2 1D, 2p−1)Ne2+–Ne+ states. The modulus square of the initial wave packet
dash-dot-dot line) centered around the equilibrium distance Re = 3.1 Åof the initial
tate (indicated by a vertical dotted line) is also shown.

epicted in Fig. 6. The typical timescale of the vibrational motion in
he (2s−12p−1 1P) Ne2+Ne states is about 300 fs [32] and is compa-
able with the lifetime for the electronic decay via ICD (100 fs [24]).
s shown in [32], the competition between electronic decay and
uclear dynamics in this case influences the computed ICD spectra
onsiderably (see Section 4.4).

The nuclear dynamics accompanying cascade decay (18) can
e described in terms of the nuclear wave packets, propagating
n the PESs of the initial, intermediate and final states, |�i(R, t)〉,

�d1
(R, t)〉, |�d2

(R, �1, t)〉, and |�f (R, �1, �2, t)〉, respectively, sat-
sfying the following system of coupled differential equations
32,70,34]:

ih̄
∂

∂t
|�i(R, t)〉 = Ĥi(R)|�i(R, t)〉

ih̄
∂

∂t
|�d1

(R, t)〉 = F̂(R, t)|�i(R, t)〉 + Ĥd1
(R)|�d1

(R, t)〉

ih̄
∂

∂t
|�d2

(R, �1, t)〉 = Ŵ1(R, �1)|�d1
(R, t)〉

+
(
Ĥd2

(R) + �1
)

|�d2
(R, �1, t)〉

ih̄
∂

∂t
|�f (R, �1, �2, t)〉 = Ŵ2(R, �2)|�d2

(R, �1, t)〉

+
(

Ĥf (R) + �1+�2
)

|�f
m(R, �1, �2, t)〉,

(19)

here �1 and �2 are the energies of the Auger and ICD electrons,
espectively; Ĥd1

and Ĥd2
are the nuclear effective Hamilton oper-

tors for the unstable intermediate states D1 and D2, respectively,

iven in the local approximation by expressions like Eq. (2); Ĥf is the
uclear Hamilton operator for the final state F; F̂(R, t), Ŵ1(R, �1),
nd Ŵ2(R, �2) are the transition operators between initial state I
nd intermediate state D1, between intermediate states D1 and D2,
nd between intermediate state D2 and final state F, respectively.
and Related Phenomena 183 (2011) 36–47 43

The nuclear wave packet |�f (R, �1, �2, t)〉 on the final state F
contains all the necessary information on the spectra of the Auger
and ICD electrons. The time evolutions of both spectra, �Aug(�1, t)
and �ICD(�2, t), and the spectra, �Aug(�1) and �ICD(�2) themselves,
can be computed as follows [32,70,34]:

�Aug(�1, t) =
∫

d�2||�f (R, �1, �2, t)||2, �Aug(�1) = lim
t→∞

�Aug(�1, t),

�ICD(�2, t) =
∫

d�1||�f (R, �1, �2, t)||2, �ICD(�2) = lim
t→∞

�ICD(�2, t).

(20)

Eqs. (19) and (20) suggest that the Auger and ICD spectra can be
strongly influenced by the interplay between time duration of the
exciting pulse, lifetimes for the Auger and ICD transitions, and time
scales for the nuclear dynamics on each decay step.

4.2. Fano-ADC method for interatomic decay widths in
(N − 2)-electron systems

Most computational aspects of the method are fully analogous
to the single vacancy case and will not be repeated here. Instead, we
will focus only on the few different points. Obviously, the principal
difference is that the wave function �E of Eq. (5) represents now
doubly ionized (N − 2-electron) cluster. Therefore, double ioniza-
tion ADC technique has to be used to construct the bound (�) and
continuum (	ˇ,ε) (N − 2)-electron states. Suitable ADC scheme for
the pp-propagator has been derived by Schirmer and Barth [71]. To
describe the bound component (�, initial state of the decay) of the
wave function �E within the ADC(n) approach, it is necessary to
restrict the physical excitation operators generating the CESs �0

J

(and, in turn, the intermediate states �̃J) in such a way that open
channels of the interatomic decay are not included in the resulting
basis.

The intraatomic nature of the Auger decay makes it possible
to follow similar strategy as in Section 3.2, based on the spatial
localization properties of the occupied spin-orbitals. Indeed, the
initial state of the decay is characterized by two vacancies being
localized on a single cluster constituent A, while in the triply ionized
final states of Auger-ICD cascade, one or more vacancies reside on
another cluster subunit. Therefore, in analogy with Eq. (14) the CESs
for the initial state expansion are generated with the restriction that
all the holes reside on the subunit A only:

�0
J = ĈJ�N

0

{ĈJ} ≡ {cicj, i < j, ϕi,j ∈ A; c†acicjck, i < j < k, ϕi,j,k ∈ A; . . .}, (21)

where ϕi ∈ A is an occupied spin-orbital of the neutral cluster
localized on the subunit A. Note that we are now working with
two-hole (2h, J = 1), three-hole one-particle (3h1p, J = 2),. . .
excitation classes. Upon diagonalization of the Hamiltonian con-
structed in the restricted basis of intermediate states generated
from the CESs of Eq. (21), the approximation to the initial state
is identified as the eigenstate of the desired symmetry with the
largest overlap with the 2h configuration describing the initial two
vacancies. The approximate continuum components, 	ˇε, corre-
sponding to the possible final states of the interatomic decay, are
obtained in a separate ADC(n) calculation as the eigenstates of the
3h1p character:

	ˇ,�∼�3h1p
q =

∑
i

∑
[J]=i

Yq,J�̃J , 1 −
∑
[J]=2

|Yq,J |2 � 1. (22)
Once the ADC(n) approximations for the bound and continuum
components of the wave function (5) are constructed, one can
use the Stieltjes imaging procedure to renormalize the matrix ele-
ments computed with theL2 wave functions, �3h1p

q and interpolate



44 V. Averbukh et al. / Journal of Electron Spectroscopy

Fig. 7. Doubly logarithmic plot of the total non-radiative decay width of
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gNe (2 2 ) excited state of different spatial symmetries and spin multiplici-
ies. For reference, the full line shows the ICD width of the single Ne 2s vacancy. The
quilibrium distance of MgNe in the ground state is shown by vertical dashed line.

hem in energy as necessary for the computation of the decay
idths.

.3. Auger-ICD cascades in rare gas–alkaline earth clusters

To demonstrate the similarities and differences between ICD
n singly and doubly ionized clusters let us investigate the non-
adiative decay widths of doubly ionized (2s−12p−1) Ne2+ in MgNe
iatomic. In the picture provided by the first order of pertur-
ation theory, the decay process proceeds in the same way as

CD of the single Ne 2s vacancy, since the initial Ne 2p vacancy
s only a spectator. Higher orders of perturbation theory involve
lso pathways in which the initial Ne 2p vacancy participates
ctively, but partial width analysis show that these processes
ccount only for about 5% of the total decay width. The qualita-
ive similarity of the two decay processes is confirmed in Fig. 7,
hich shows the total non-radiative decay widths of different

ymmetries of MgNe2+(2s−12p−1) as functions of internuclear dis-
ance R. The decay width of MgNe+(2s−1) is shown as the full line
or reference. At large distances all the widths follow the �(R) ∝
−6 law, predicted by the virtual photon model for dipole–dipole

nteratomic decay processes. At smaller distances around the equi-
ibrium geometry the overlap between atomic orbitals of the two
nvolved atoms leads to significant enhancement of ICD widths as
n the case of ICD of singly ionized cluster. Note, however, that the
verlap enhancement is less pronounced, in particular in the case
f triplet initial states.

It turns out that, although the spectator Ne 2p vacancy does
ot affect significantly the qualitative behavior of the interatomic
ecay rates, it has very strong impact on the magnitude of the
idths. For example, at R = 12 Åthe decay width of the 1�+ state

f MgNe2+(2s−12p−1) is about 2 times larger than the width of the
ingly ionized cluster and the width of the 3� state is even 3.5 times
arger. The change in the magnitude in the presence of additional
acancy is caused mainly by two factors. First, the electron miss-
ng in the 2p shell reduces the number of decay pathways, which
ncreases the lifetime of the decaying state. On the other hand,

patial orbitals of multiply ionized atom or molecule are more com-
act, which increases their Coulombic coupling and in turn also the
fficiency of the energy-transfer dominated pathways of the inter-
tomic decay process. The competition of these two effect explains
hy, at large distances where the energy-transfer character of the
and Related Phenomena 183 (2011) 36–47

decay prevails, the excited doubly ionized states decay faster. In
the orbital overlap dominated region, on the other hand, the com-
pactness of the atomic orbitals leads to reduction of the overlap
enhancement, in particular for the triplet initial states.

To understand more deeply the diverse magnitudes of the total
decay widths of various doubly ionized states of different spatial
symmetry and spin multiplicity, particular decay pathways and
corresponding partial decay widths have to be analyzed. It appears
that, for the 3�+ initial state in particular, the vacancy in the 2p
shell can impede certain very important decay pathways. For a
thorough discussion the reader is referred to Ref. [69].

4.4. Auger-ICD cascade in Ne2

While Auger-ICD cascades in heteronuclear clusters still
await their experimental realization, experiments in homonuclear
diatomics provide an interesting bulk of data that has been recently
analyzed theoretically. The ICD electron spectra after Auger decay
of the 1s hole in the Ne dimer was studied in detail in [32]. The time
evolutions of the partial ICD spectra were computed by applying
the time-dependent theory for the nuclear wave packet dynamics
utilizing ab initio PECs from [33] shown in Fig. 6. In the calculations
[32], an instantaneous Auger decay of the (1s−1) Ne2

+ states has
been assumed in the first step of the cascade, since the lifetime of
the K − LL Auger decay in the Ne atom is by two orders of magni-
tude shorter than the typical time for the vibrational motion in the
above state (see discussion in Section 4.1). The following model was
applied in [32] in order to simulate the ICD transition rates. First,
the R−6 analytical behavior reflecting the dipole–dipole nature of
the interaction governing the ICD at large distances [67,16] was
assumed. Second, the absolute value of the total ICD rate was equal-
ized to 8.2 meV as computed in [24] at R = 3.2 Å (equivalent to the
lifetime of 80 fs). Third, the partial decay rates for all ICD channels
were taken to be equal, and each partial decay channel has been
assumed energetically closed on the left side of the corresponding
curve crossing point.

The total ICD spectrum obtained as the sum of the partial spectra
over all possible initial and final ICD states assuming their statistical
population via the K-L1L2,3(P1) Auger decay is compared in Fig. 8a
with the experimental one [30]. In order to illustrate the impact
of the underlying nuclear dynamics, the model spectra obtained as
a ‘mirror-reflection’ of the norm of the initial wave packet |�i(v =
0)|2 on the final repulsive ICD potential energy curve is also shown
in Fig. 8a by dashed curve. This model supposes instantaneous ICD
transition leaving no time for the nuclear dynamics. Comparing the
solid and dashed curves in Fig. 8a, one can see that the nuclear
dynamics considerably influences the ICD spectrum. Indeed, the
asymmetry in the shape of the total ICD spectrum including the
shoulder on its low electron energy side as well as the shift of its
maximum to lower energies compared to the vertical electronic
transition are due to the nuclear dynamics accompanying the elec-
tronic decay.

More recently, the impact of the recoil by the fast Auger electron
on the internal nuclear dynamics was observed in [72] by analyz-
ing the partial coincidence ICD spectra following the 1s-ionization
of the Ne dimer. The interpretation of the recoil effect is based on
the theory given in Ref. [73]. The ICD electron spectrum provides a
time averaged ‘mirror-reflection’ image of the nuclear wave packet
propagating on the initial PES onto the final repulsive PES [32]. The
energy difference between the initial and the final ICD transition
states (the energy of the emitted ICD electron) decreases when

going to smaller internuclear distances becoming zero at the cor-
responding crossing point (see Fig. 6). Obviously, the energy of the
emitted ICD electron is closely related to the internuclear geom-
etry at the decay time. During the intra-atomic K-LL Auger decay
the fast Auger electron is emitted from the atom where the initially
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Fig. 8. Total ICD electron spectra for the decay of the (2s−12p−1P1) Ne2+Ne states
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nto the manifold of the (2p−2 1D, 2p−1)Ne2+–Ne+ states, after Auger decay of the
1s−1) Ne2

+ state. Panel (a): comparison between the theory [32] and experiment
30]. Panel (b): computational results [73] for different recoil modes induced by the
ast Auger electron.

reated core-hole was localized, thus, imparting recoil momentum
nto this atom which finally becomes Ne2+. After the ICD transition
as taken place, the Ne+ and Ne2+ ions repeal each other strongly,
nd dissociation along the internuclear axis occurs. If the fast Auger
lectron is emitted in the direction of the detection of the Ne2+ frag-
ent, the recoil momentum is in the direction of Ne+ and tends to

ompress the Ne2+/Ne system. In the opposite case, if the fast Auger
lectron is emitted in the direction of the detection of the Ne+ frag-
ent, the recoil momentum tends to stretch the dimer. The PESs of

he Ne2+Ne initial ICD states, which are the final states of the K-LL
uger decay, are very shallow [33] and have a dissociation energy
f about 250 meV. The Auger electron kinetic energy loss due to
ecoil can be estimated as �E = Ee(me/MNe) ≈ 22 meV. As can be
een in Fig. 8, the ICD processes following the emission of a fast
lectron provide a sensitive tool to study the recoil effect.

It was illustrated [72,73] that in the compressing mode, the
ave packet starts to propagate on the PES of the initial ICD state

nwards with an initial velocity provided by the recoil. As a result,
he dimer spends more time at smaller internuclear distances,
esulting in a preferable emission of the low energy ICD electrons.
n the stretching mode, the wave packet starts to propagate out-

ards with an initial velocity opposite to that in the compressing
ode. It turns back and only then moves inwards. As a result, the

imer spends more time at larger internuclear distances, and high
nergy ICD electrons are preferably emitted. As seen from Fig. 8b
aken from Ref. [73], the total ICD spectrum computed for the com-
ressing mode (dashed curve) is considerably enhanced on the

ow electron energy side, and in the case of the stretching mode
dash-dot-dotted curve) it is enhanced on the high energy side
to be compared with the total ICD spectrum for the vibrational
ecoil free mode depicted by a solid curve). A notable difference
etween the ICD spectra measured for the compressing and stretch-

ng modes has been unambiguously observed experimentally
72].
. Outlook

The preceding sections outlined a remarkable activity, both the-
retical and experimental, aiming at in-depth study of interatomic
and Related Phenomena 183 (2011) 36–47 45

decay processes. A manifold of new physical processes have been
observed and still more new phenomena have been predicted theo-
retically. The first demonstration-of-principle experiment has been
performed showing the potential of ICD electron spectroscopy as
an analytical technique for the study of interfaces [18]. All these
developments clearly point at the study of interatomic decay in
clusters as at an emerging field of research. Key to theoretical
progress in this new field is the ability to obtain reliable esti-
mations of the rates of the various interatomic decay processes.
Here, the Fano-ADC approach described in present paper seems to
be the method of choice. While established fairly well for singly
and doubly ionized systems, the Fano-ADC technique is yet to be
generalized to the case of triply ionized states. Furthermore, it
would be desirable to extend the existing Fano-ADC approaches
for singly ionized states to the ADC(3) and ADC(4) levels of the
ab initio theory. Indeed, going to the ADC(3) level of approxima-
tion of the many-electron states will help to describe the decay of
inner-valence-ionized states more accurately than it is done on the
currently implemented ADC(2)x level. This could be very impor-
tant for the vacancy states of elements beyond the second row of
periodic table (e.g. 3s−1 Ar+). ADC(4) level of theory would provide
a quantitative description of double decay processes (e.g., DICD)
as well as highly accurate results for the decay of core-ionized
states. As plausible applications of the envisaged ab initio theory,
one could cite, for example, the rich pattern of interatomic decay
processes in endohedral fullerenes. Of particular interest is the
question of the relative time scale of the various single and dou-
ble decay processes as well as the possible interrelation between
ultrafast character of ICD in these systems and the fullerene plas-
mon.

While the experiment has so far targeted rare gas clusters, a solid
theoretical evidence for interatomic decay in other systems, such
as hydrogen bonded clusters and endohedral fullerenes, repre-
sents an excellent motivation for bringing some chemical diversity
into the experimental studies. First steps along this direction have
been taken by Hergenhahn and co-workers who have been able to
measure ICD in inner-valence-ionized water clusters [74], Dörner,
Jahnke and co-workers who performed coincidence measurements
on ICD in water dimer [75] and by Aziz et al. who have identified an
ICD process involving a 1s-ionized OH− ion and a water molecule
in NaOH solution [76]. Relevance of interatomic decay processes
for water and water solutions naturally leads to the question of
the relevance of ICD for biochemical environment, e.g. in the pro-
cesses leading to radiation damage. At present, this direction is only
very little explored and certainly has a high potential for future
studies.

A separate chapter in the experimental study of electronic decay
has been opened with the advent of new high-frequency radia-
tion sources: attosecond lasers [77] and free electron lasers (FELs)
reaching the X-ray regime [78]. Attosecond lasers operating in the
XUV domain provide a unique opportunity to study the electronic
decay processes in time domain using the so-called streaking probe
[79]. The moderate photon energies needed to initiate interatomic
decay, together with the characteristic time scales of 1–100 fs make
interatomic decay processes natural candidates for the application
of the attosecond pump-probe techniques. The first step towards
the time-dependent theoretical description of electronic dynam-
ics in the course of interatomic decay has been already taken
[80].

While the intensities of the presently available attosecond
pulses do not reach strong field regime (the laser field acting

on the electrons is much weaker than the one due to atomic or
molecular core), FELs are expected to produce unprecedented field
strengths of up to tens of atomic units [78]. Even the FEL pulses
available today lead to multiple inner-shell ionization of clusters
well within the laser pulse (see, e.g. Ref. [81]). It is, thus, tempting
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ig. 9. Schematic representation of collective inter-atomic decay of two inner-shell
acancies: (4s−1, 4s−1)(Kr+)2X → 2 (4p−1)Kr+ + X+ + e− .

o ask whether there are any electronic decay processes that occur
xclusively in multiply inner-shell-ionized polyatomic aggregates.
very recent theoretical work [82] shows that such a collective

rocess in which neither of the involved inner-shell vacancies is
spectator, in fact exists. A schematic representation of such a

ollective decay process that is possible only in a multiply inner-
hell-ionized system is given in Fig. 9. It turns out that such the
ollective decay occurs without facing a competition from the ICD
f 1.5 < (Eiv − Ec)/Eion < 2, where Eiv is the inner valence ionization
nergy of the given species, Ec is the energy of Coulombic repulsion
etween two singly ionized atoms or molecules (typically 3–4 eV
t the equilibrium distances of neutral clusters) and Eion is the sin-
le ionization energy. Looking at the available ionization energies,
ne can easily make sure that the collective decay is characteris-
ic of multiple inner-valence-ionized clusters of heavier rare gases
Ar, Kr, Xe), non-metal hydrides having Ar, Kr or Xe as the united
tom limit, as well as of clusters of small organic molecules. Study
f collective decay in (4s−1, 4s−1) (Kr+)2Ar [82] suggests that the
rocess is much faster than the radiative decay and can compete
uccessfully with the decomposition of the doubly ionized cluster
ue to Coulombic explosion. The new collective effect enriches the
alette of interatomic decay processes discussed in this review. We
uggest to call this type of decay collective ICD (CICD).

In the present paper, we have outlined the major successes and
hallenges of the study of interatomic decay with the particular
mphasis on the development of ab initio theoretical methodol-
gy. It is our hope that more theoreticians and experimentalists
ill enter the new fascinating world of interatomic decay and

ontribute to turning the new basic concepts into a powerful spec-
roscopic tool.
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