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After core ionization of an atom or molecule by an x-ray photon, multiply charged ions are produced in

the Auger decay process. These ions tend to neutralize their charge when embedded in an environment.

We demonstrate that, depending on the atom or molecule and its neighbors, electron transfer mediated

decay (ETMD) provides a particularly efficient neutralization pathway for the majority of the ions

produced by Auger decay. The mechanism is rather general. As a showcase example, we conducted an

ab initio study of the NeKr2 cluster after core ionization of the Ne atom. This example has been chosen

because it is amenable to both ab initio calculations and coincidence experiments. We find that even for

frozen nuclei, the neutralization rate can be as fast as 0:130 ps�1. We also show that nuclear dynamics

may increase the rate by about an order of magnitude. The generality of the mechanism makes this

neutralization pathway important in weakly bonded environments.

DOI: 10.1103/PhysRevLett.110.258302 PACS numbers: 82.33.Fg, 32.80.Hd, 36.40.Wa, 82.50.Kx

Interaction of an x-ray photon with an atom leads to the
efficient ionization of atomic core electrons, if the photon
energy lies above the corresponding ionization threshold.
Ionization cross sections of electrons from valence shells
at the energies in question are usually orders of magnitude
smaller than the cross sections for core ionization [1].
Therefore, it is mostly highly excited ions with a core
vacancy that are produced in x-ray photon absorption.
For not too heavy atoms, such ions decay on a femtosecond
time scale via the nonradiative Auger process [2]. One or
several secondary Auger electrons can be emitted in this
decay leading to the production of multiply-charged ions
with vacancies in the valence shell [2]. Both core ioniza-
tion and Auger decay remain essentially atomic processes
in weakly bound systems. Thus, following the Auger decay
one usually obtains multiple charge localized at the site
where the initial core vacancy resided [3,4].

What happens to the multiply charged ions produced
in the Auger process? For transparency of discussion, we
concentrate here on the ions produced in the decay of not too
deep core levels to exclude Auger cascades, where several
successive Auger decays take place [5,6]. In an isolated
system the excited multiply charged ions produced will
decay slowly by photon emission typically in the range of
seconds to 0.1 ns [7]. On the other hand, in the presence of
neighbors the energy of the multiply charged ion may be
considerable relative to the energy of the neighbors and
interatomic or intermolecular processes may take place.
If the excess electronic energy of the ion suffices to ionize
a neighbor, it has been shown that interatomic Coulombic
decay in which the ion relaxes and its excess energy is used
to ionize a neighbor is the dominant relaxation mechanism
[8–10]. This ultrafast process, which typically proceeds

within 1–100 fs [11,12], does not change the charge of the
ion. For the less highly excited ions, it is usually assumed
that neutralization of the ion will take place [13]. This
process is known to proceed by electron transfer from a
neighboring species. If the potential surfaces of the ionic
and the charge transfer states cross, then charge transfer
may take place when the nuclear configuration corresponds
to the crossing point [14,15]. If no suitable crossing exists,
charge transfer may proceed radiatively, typically on a
nanosecond scale, and is accompanied by the photon emis-
sion (radiative charge transfer) [16,17]. In the latter process
the energy released upon neutralization of the ion is
transferred to the electromagnetic field, while in the former
one it is converted into the kinetic energy of the nuclei.
Interestingly, the majority of ions produced in Auger

decay do not possess enough excess electronic energy to
undergo interatomic Coulombic decay [8]. We show here
that electron transfer mediated decay (ETMD) is a highly
efficient general pathway for neutralization of exactly these
low-excited multiply charged ions produced in the Auger
process. In ETMD (see Fig. 1) a neighbor donates an elec-
tron to the ion, while the released energy is simultaneously
transferred either to the donor or to another neighboring
species ionizing an additional electron [18–20]. Therefore,
the neutralization of ions via ETMD is accompanied by
an increase in the charge state of the complete system. To
distinguish the processes involving twoor three species, they
are denoted as ETMD(2) and ETMD(3), respectively.
The final states of ETMD lie in the electronic continuum

and, therefore, the resonant condition is fulfilled for all
nuclear configurations at which this channel is energeti-
cally open. Consequently, no nuclear motion is necessary
to enable the neutralization via ETMD in sharp contrast to
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the charge transfer via potential crossing. The nuclei do not
have to reach the crossing point which consumes time, and,
being in the electronic continuum, the potential surfaces
of the ionic and the charge transfer states are separated
energetically and typically do not cross for the situations
discussed here. Moreover, the decay mechanism of ETMD
is given by electron-electron interaction [18], which for the
energies involved is usually much stronger than the cou-
pling to the electromagnetic field. This all results in ETMD
rates being much larger than those of charge transfer by
curve crossing and radiative charge transfer.

To be specific, we study the neutralization of ions
following Auger decay in the rare gas NeKr2 trimer. We
have chosen this showcase example because it is amenable
to both ab initio calculations and coincidence experiments.
In the Auger decay of the 1s vacancy of isolated Ne, the
majority of the final ionic states have two holes in
the outer-valence 2p electronic shell [21]. These comprise
the excited states, Neþþð2p�2 1DÞ (61% Auger yield) and
Neþþð2p�2 1SÞ (10% Auger yield), and the dicationic
ground state Neþþð2p�2 3PÞ (very small Auger yield).
The former states lie only a few eV above the latter one
and decay slowly by photon emission. In the NeKr2 cluster
the bonding between the Ne and Kr atoms is very weak and
the Auger decay occurs locally on the Ne atom, and wemay
assume that the populations of the states correlating with
Neþþð2p�2 1D; 1SÞ do not deviate appreciably from the
atomic values. The relaxation of the ions via ETMD is,
however, fast in the cluster as we will see below.
According to our calculations, at the equilibrium geometry
of the cluster only ETMD(3) is energetically allowed for

Neþþð2p�2 1DÞ, whereas for the higher lying 1S state also a
fewETMD(2) channels are open.Wefind that theETMD(3)
mode plays the major role in this particular example and,
therefore, we will concentrate on this mode below. Auger
decay followed by ETMD(3) is summarized in the follow-
ing two-step scheme (see also Fig. 1 for the last step):

Neþð1s�1ÞKr2 ! Neþþð2p�2 1D; 1SÞKr2 þ eAuger

Neþþð2p�2ÞKr2 ! Neþð2p�1ÞðKrþð4p�1ÞÞ2 þ eETMD

! Krþ þ Neþ þ Krþ:

In this ETMD pathway a slow electron with characteristic
energy and three singly charged ions are produced. The
last step in the scheme stands for the resulting Coulomb
explosion after ETMD. Detecting electrons and ions in
coincidence and determining their energies, as is done for
example in the COLTRIMS (cold target recoil ion momen-
tum spectroscopy) technique [22], allows the unambiguous
experimental identification of this process as has been done
in other cases [23–25].
The Auger lifetime of the 1s vacancy in Ne is about

4.4 fs [21] and is much shorter than the characteristic
vibrational frequencies in the neutral NeKr2 cluster.
Therefore, the Auger decay proceeds essentially at the
equilibrium geometry of the ground state of this system.
We first discuss the ETMD channels and the corresponding
rates at this geometry. The effect of nuclear dynamics on
the ETMD process will be considered later on.
To study the ETMD one needs the potential surfaces and

decay rates as input data. First, the equilibrium geometry
of the neutral NeKr2 cluster was determined by means
of the coupled cluster method, including singles, doubles,
and perturbative triples [CCSD(T)] as implemented in the
MOLPRO quantum chemistry package [26,27]. For both

Ne and Kr aug-cc-pVQZ correlation consistent basis sets
[28,29] located on the corresponding atoms were used.
Three sets of additional 3s3p2d2f1g midbond basis func-
tions were used between the pairs of atoms [30]. The
optimized geometry of NeKr2 has a C2v symmetry with

Ne-Kr interatomic distance r ¼ 3:68 �A and KrNeKr angle
� ¼ 67:01� (see Fig. 2).
The energies of the Neþþð2p�2 1DÞKr2 electronic

states decaying by ETMD were determined using the
ab initio algebraic diagrammatic construction scheme
for the two-particle propagator [ADC(2)] [31–33]. The
aug-cc-pVQZ basis sets located on the Ne and Kr atoms
were used in this calculation. The restricted Hartree-Fock
orbitals and integrals needed as input data for ADC(2)
were generated by a self-consistent field routine imple-
mented in the MOLCAS quantum chemistry package [34].
The five Neþþð2p�2 1DÞKr2 states, being degenerate
at infinite Ne-Kr distances, split only weakly at the
equilibrium geometry of NeKr2 and lie in the energy
range of 65.07–65.09 eV. The single Neþþð2p�2 1SÞKr2
state is at 68.76 eV. The energies of the final states

FIG. 1 (color online). Schematic description of the ETMD
process for the dication Aþþ produced by Auger decay following
core ionization of A. An electron is donated by a neighboring
atom B (solid black arrow) and fills a vacancy on the dication
Aþþ. Simultaneously, the excess energy (blue arrow) is trans-
ferred either to the donor [ETMD(2) pathway] or to a different
neighbor [ETMD(3) pathway] ionizing it. Coulomb explosion
follows the ETMD step. Note the different distribution of posi-
tive charge resulting in the ETMD(3) and ETMD(2) processes.
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Neþð2p�1ÞðKrþð4p�1ÞÞ2 of ETMD(3) were calculated by
adding to the ground state potential energy of NeKr2 the
triple ionization potential approximated analytically as
IPðNeÞþ2IPðKrÞþ2=RNeKrþ1=RKrKr. The abbreviation
IPðXÞ stands for the ionization potential of atom X, and
RXY is the distance between atoms X and Y. At the
equilibrium geometry of the neutral cluster, the energy
of the ETMD(3) final states is 61.81 eV.

The ETMD rates cannot be computed by commercial
program packages. These rates were obtained employing
the Fano-ADC-Stieltjes approach [35], which relies on
the Fano ansatz to represent electronic resonances. We
used the cc-pVTZ basis set augmented by 4s4p4d for
Ne and the cc-pVTZ basis set augmented by 5s5p5d
Kaufmann-Baumeister-Jungen [36] continuumlike basis
functions for Kr. The values of ETMD rates for the
five Neþþð2p�21DÞKr2 states lie in the range of
0:031–0:130 ps�1, and that for theNeþþð2p�2 1SÞKr2 state
is 0:029 ps�1. Since electron transfer takes place in ETMD,
its rate depends strongly on the orbital overlap between the
charge donor and the doubly ionized unit [18]. Thevalues of
the ETMD rates for individual Neþþð2p�2 1DÞKr2 states
reflect the varying efficiency of the orbital overlap between
Neþþ andKr arising from the different spatial orientation of
the orbitals where the holes are located. The highest decay
rate of 0:13 ps�1 is observed for the state of b1 symmetry,
where the leading two-hole configuration is of 2p�1

x 2p�1
z

character and both orbitals with holes lie in the plane of the
trimer. Conversely, the state of a1 symmetry, where the
leading two-hole configuration has out-of-plane 2p�2

y char-

acter, shows the lowest decay rate (0:031 ps�1). One can see
that ETMD, occurring on the picosecond time scale, is a rela-
tively fast decaymode for theNeþþð2p�2ÞKr2 states already
at the fixed equilibrium geometry of the NeKr2 cluster.
The dependence on orbital overlap leads to an exponen-

tial increase of the ETMD rate with decreasing distance
between the electron donor (Kr) and the acceptor (Ne).
Therefore, the question arises, what impact will the nuclear
dynamics have on the decay efficiency? To estimate this
impact, we computed the potential energy surface (PES)
of the Neþþð2p�2 1DÞKr2 b1 state (see Fig. 2). The equi-
librium geometry in this state is linear and possesses D1h

symmetry with a Ne-Kr internuclear distance of 2.7 Å. One
may assume that the nuclear dynamics in this decaying
state will preserve the symmetry; i.e., the symmetric
stretching and the bending modes are the relevant modes.
To reduce the computational effort we, thus, considered
only coordinates preserving the C2v symmetry (r and �).
On the PES of the b1 state we computed the classical

trajectory for the first 650 femtoseconds of the decay,
starting from the equilibrium geometry of the neutral
cluster (see Fig. 2). We also calculated the ETMD rates
along the resulting trajectory (see Fig. 3). The ETMD(3)
channel is open only in the region where the tricationic
Neþð2p�1ÞðKrþð4p�1ÞÞ2 final states are lower in energy
than the decaying b1 state. After the Auger process, the
attractive interaction between the Neþþ ion and the Kr
atoms leads initially to a shortening of the Ne-Kr distances
(see trajectory between A and B in Fig. 2) followed by a
fast oscillation in the symmetric stretch mode. As can be
seen from Fig. 3, the ETMD rate increases steeply as the
Ne-Kr distance decreases, until the channel becomes
closed at the threshold marked B in Fig. 2. The bending
mode becomes active between 215 and 315 fs, leading to
an increase in the angle �. The simultaneous increase of the
Kr-Kr distance lowers the energy of the final state allowing
the ETMD channel to remain open for Ne-Kr distances
to within 2.7 Å (the ETMD threshold marked C). Close to
this interatomic distance the ETMD rate increases nearly
100-fold reaching the value 11:5 ps�1. Therefore, one can
see that the decay is at its fastest for nuclear configurations
close to the linear Kr-Ne-Kr geometry.
We computed the ETMD yield PðtÞ along the trajectory

by using the semiclassical formula PðtÞ¼ð1�e�
R

t

0
�ðt0Þdt0 Þ

where�ðt0Þ is the computed ETMD rate along the trajectory
(see Fig. 3). After 650 fs about 50% of the initial b1 state
population has decayed via ETMD, which corresponds to
an average lifetime of approximately 1 ps (average ETMD
rate: 1 ps�1). The nuclear dynamics initiated by a sudden
double ionization of the Ne atom via the Auger process
leads to an almost tenfold increase of the neutralization
rate compared to that obtained at the frozen equilibrium

FIG. 2 (color online). Potential energy surfaces of the decay-
ing Neþþð2p�2 1DÞKr2 b1 state and of the ETMD(3) final state
Neþð2p�1ÞðKrþð4p�1ÞÞ2. The classical trajectory starts at the
equilibrium geometry of the neutral cluster (point A) and is
plotted on the PES of the decaying state. The two surfaces cross
each other and where the final state is higher in energy than the
state populated by the Auger process, the ETMD is prohibited.
Red dots, like points B and C, denote the positions of ETMD(3)
thresholds along the trajectory.
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geometry (0:13 ps�1). This increase is due to the appear-
ance of an attractive potential after the Auger process lead-
ing to the shortening of the interatomic distances between
the ion and the neutrals. This conclusion should remain
valid for the ETMD driven neutralization of ions following
Auger decay in general polarizable environments.

We demonstrated that the doubly ionized Ne species
which are produced by Auger decay in NeKr2 cluster are
efficiently neutralized via the ETMD process. The neutral-
ization takes place on the time scale of a few picoseconds
already at the fixed equilibrium geometry of the neutral
cluster, and is orders of magnitude faster than the compet-
ing radiative charge transfer. No crossing of the potential
surfaces of the ionic and of charge transfer states were
found. We stress further that the ETMD rates increase with
the number N of nearest neighbors, which is an expected
situation when a multiply charged ion is created in a
medium. Indeed, the ETMD(2) rate depends linearly on
N, while ETMD(3) rate grows as NðN � 1Þ=2. In a system
where the Neþþ ion has 6 Kr neighbors at similar dis-
tances, the latter rate will grow 15-fold, and the neutraliza-
tion will proceed on the femtosecond scale. We have also
seen that the ETMD rates depend strongly on the orbital
overlap between the ionized moiety and the neighboring
species and grow exponentially as the distance between the
two decreases. Therefore, one can expect faster neutra-
lization of ions in hydrogen bonded systems than in the
van der Waals clusters considered in this Letter. First hints
for that have been reported [37].

We would also like to stress that the neutralization of
ions via ETMD is not limited to doubly ionized species
but is rather a general mechanism operative for ions in an
arbitrary ionization state. Such ions may be obtained, for
example, in the electron shakeoff process or if more than
one electron is emitted in the Auger decay (double Auger
process) [38]. Indeed, the ETMD(2) process of triply ion-
ized Ar has been recently observed following Auger decay
in Ar dimers [20]. Alternatively, multiply charged ions
may be produced after Auger decay of cationic species.
Potentially interesting systems to study ETMD driven
neutralization following Auger process are the hydrated
ions of alkali and alkaline-earth metals.
In biologicalmedium the neutralization of ions following

Auger decay was shown experimentally to be an important
factor in causing damage to cellular DNA [39]. In such
settings we may speculate that ETMD might be an impor-
tant neutralization pathway. Here, one may expect its rates
to be considerably higher than in the model system pre-
sented in this work allowing ETMD to efficiently compete
with other possible charge transfer processes. The follow-
ing characteristics of the ETMD process could play a role
in understanding the enhanced cytotoxic effects of charge
neutralization. First, ETMD is accompanied by the produc-
tion of a slow electron having energy of several eV. The
attachment of electrons in the 4 to 20 eV range to DNAwas
shown to be particularly effective in causing DNA strand
breaks [40,41]. Second, ionization of neighbors in ETMD
leads to the production of radical species. For example, the
ETMD(3) process involving the ionization of two water
molecules in the DNA solvation shell could result in the
production of two OH radicals extremely active in causing
the so-called indirect damage to the DNA strands [42]. We
hope that studying the ETMD driven charge neutralization
in biological settings will provide further understanding of
the causes of DNA damage.
Finally, we mention that the neutralization of slow ions

on surfaces has attracted much attention (see the review
[43] and references therein). Many studies are done on
metallic surfaces, where the surface as a whole transfers
a charge to the incoming ion and emits an electron to the
vacuum to compensate for the excess energy. Our present
findings suggest to also study the neutralization of slow
ions on layers of organic molecules adsorbed on surfaces
where a molecular picture similar to that discussed here for
ETMD is expected to be applicable.
In conclusion, we showed in this Letter that electron

transfer mediated decay provides a pathway for multiply
charged ions produced in Auger decay to be efficiently
neutralized by their neighbors. If the ETMD channel is
energetically open, the majority of the ions produced by
Auger will undergo ETMD. In contrast to other, more com-
mon charge transfer processes, ETMDoccurs even at frozen
nuclear configurations. Explicit ab initio calculations on the
NeKr2 cluster show that already at the equilibriumgeometry
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FIG. 3 (color online). Effect of nuclear dynamics on the
ETMD(3) process in NeþþKr2 cluster. Lower panel: the
ETMD(3) rate along the trajectory given in Fig. 2. Note
the rapid exponential increase in the rate with the decreasing
Ne-Kr distance (e.g section A–B). The maximum rate achieved
along the trajectory (point C) is 11:5 ps�1 and is about ninety
times larger than the rate at the initial nuclear configuration
(geometry of the neutral ground state). Upper panel: the ETMD
yield accumulated along the trajectory. The majority of the
decay events takes place between 210 and 450 fs at nuclear
configurations close to the D1h Kr-Ne-Kr geometry.
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of this cluster the neutralization of Neþþ ions occurs
between 8 and 30 ps. It was also estimated that the nuclear
dynamics tend to increase the neutralization rates by up to an
order ofmagnitude. The computed rates suggest that ETMD
should efficiently compete with radiative and nonradiative
charge transfer processes. The proposed mechanism is gen-
eral and may accompany Auger decay of atoms and mole-
cules in weakly bonded environments. Here, it is important
that the ETMD rates increase substantially with the number
of neighbors making ETMD a dominant mechanism. Since
Auger processes are known to accompany the absorption of
high-energy radiation by biologicalmedia, further studies of
the proposed neutralization mechanism may shed light on
the origin of damages in cells.

The authors thank Y.-C. Chiang for the generous help
with calculations. The research leading to these results has
received funding from theEuropeanResearchCouncil under
theEuropeanCommunity’s SeventhFrameworkProgramme
(FP7/2007-2013)/ERC Advanced Investigator Grant
No. 227597. P.K. acknowledges financial support from the
CzechScienceFoundation (ProjectNo.GAČRP208/12/0521).
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