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ABSTRACT
We report on the application of the recently developed Fano-ADC(2,2) method to compute total and partial Auger decay widths of molecular
core–hole states, including explicit evaluation of double Auger decay branching ratios. The method utilizes the fast-convergent intermediate
state representation to construct many-electron wave functions and is readily applicable to atoms, molecules, and clusters. The ADC(2,2)
scheme describes the initial and final states of the normal Auger decay consistently up to the second order of perturbation theory. In addition,
excitations with two electrons in the continuum provide access to three-electron decay modes. The method yields decay widths and the Auger
electron spectra in excellent agreement with the experiment, demonstrating the high accuracy of partial widths. The average relative error of
double Auger decay branching ratios compared to available experimental data is about 30%, which should be evaluated as an excellent result
considering the universality of the method, the complexity of the double decay process, and the neglection of nuclear motion in this study.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0225485

I. INTRODUCTION

Inner-shell ionized or excited low-Z atoms and molecules relax
predominantly by autoionization processes, such as Auger decay1,2

(AD). When the excited moiety is embedded in an environment,
interatomic Coulombic decay3,4 offers an alternative pathway, which
becomes particularly significant for inner-valence excitations when
the local AD is energetically forbidden. At the most fundamental
level, investigating these phenomena helps understand the corre-
lation in bound systems. More practically, Auger electron spec-
troscopy is one of the most widely used analytical tools in many
branches of applied physics. Both the aforementioned processes also
play an important role in the damage caused by radiation to organic
matter. Indeed, a significant share of the damage is inflicted indi-
rectly by reactive secondary particles produced by AD or similar
mechanisms.

When the initial excitation energy is above the triple or even
higher ionization threshold, processes involving multi-electron tran-
sitions become possible. In double Auger decay5 (dAD) or double
ICD6 (dICD), two electrons are emitted following the recombina-
tion of a single inner shell vacancy. These higher order processes
are often of very low relative intensity. However, under favorable

conditions, they can become significant or even dominant decay
channels. Recent works by Roos et al.7,8 showed that, in molecules,
triple ionization via dAD can account for as much as 25% of
the decay following the formation of a single core vacancy. dICD
was observed to be a relevant relaxation mechanism in endohedral
fullerenes9 or alkali dimers embedded in helium droplets.10

In atoms, the mechanism of dAD is well understood through
many-body perturbation theory.11 The two electrons can be emitted
either sequentially in a cascade of two-electron transitions or simul-
taneously. In the latter case, the relevant mechanisms are shake-off
and knock-out. In shake-off, after the ejection of the first Auger
electron, the second electron can relax into a continuum state due
to orbital relaxation in the perturbed system. In the knock-out
mechanism (virtual inelastic scattering), the first Auger electron col-
lides with another outer-shell electron, which is also ejected to the
continuum. Most theoretical studies of atomic dAD rely on an inde-
pendent evaluation of these three contributions.12,13 See Ref. 14 for
a comprehensive review.

Investigation of dAD in molecules is scarce. Prior to the works
of Roos and co-workers cited above, two-electron emission was
observed after carbon 1s→ 2π∗ excitation of CO.15,16 Using three-
electron coincidence spectroscopy, Eland and co-workers studied
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the decay of core-ionized states of methane, OCS, and CS2,17–19 pro-
viding vibrationally resolved triple ionization spectra. Evidence for
strong three or more electron detachment in the decay of a K-shell
vacancy in gas-phase DNA was recently given by Li et al.20 To our
knowledge, there is no theoretical study of molecular dAD rates
except the statistical approach employed in Ref. 18.

In this work, we apply the recently developed Fano-ADC(2,2)
method21 to compute molecular AD widths, AD electron spectra,
and dAD branching ratios. Building on the work of Howat et al.,22

the Fano-ADC method was initially devised and first applied to
study AD and ICD by Averbukh and Cederbaum in 2005.23 Over
the years, the approach was further developed and generalized for
a broader range of problems, namely, ICD in doubly ionized24 as
well as neutral excited clusters,25,26 or Penning ionization.27 Generic
implementation, first applied by Kolorenč and Sisourat in Ref. 28 to
ICD in helium trimer, is suitable for systems with arbitrary symme-
try. The most notable applications of the Fano-ADC method com-
prise the study of ICD in helium dimer,29 electron transfer-mediated
decay in NeKr2,30 resonant Auger-ICD cascades,31 collective decay
in fluoromethane,32 or core-ICD in rare gases.33

The method is based on the formalism of the Fano the-
ory of resonances.34,35 It relies on the explicit construction of the
bound-like discrete state representing the metastable state (reso-
nance) coupled to continuum-like final states. The many-electron
wave functions are constructed in terms of an L2 one-particle basis
using size-consistent and fast-convergent algebraic diagrammatic
construction (ADC) methodology36,37 in the intermediate states
representation (ISR).38,39 Correct normalization and interpolation
of the discretized continuum is achieved via the Stieltjes imaging
technique.40,41 The present application to the study of double decay
rests on the ability of the ADC(2,2) scheme to represent the two elec-
trons in the continuum explicitly through 3h2p configurations with
two electrons in continuum-like virtual orbitals.

The method is described in Ref. 21, so only a brief overview
is given in Sec. II A. In Sec. II B, we discuss the evaluation of
channel-specific branching ratios (BR) using approximate channel
projectors. These are constructed from dicationic states represented
at the ADC(2)x level of theory,42 consistently with the level of
description of the final states in ADC(2,2). In Sec. III, we report
on the application of the method to evaluate dAD BRs in neon-
isoelectronic molecules and small hydrocarbons and provide an
in-depth analysis of the results. The work is summarized in Sec. IV.
Atomic units e = me = h = 1 are used.

II. METHOD
A. Fano-ADC(2,2)

Within the Fano formalism, the exact continuum solution
∣ψ(E)⟩ of the Schrödinger equation

Ĥ∣ψ(E)⟩ = E∣ψ(E)⟩ (1)

in the spectral region around the energy of the resonance is described
as a bound-like discrete state ∣ϕd⟩ embedded in Nc continua ∣χβ(ϵ)⟩
associated with the individual decay channels,

∣ψ(E)⟩ = a(E)∣ϕd⟩ +
Nc

∑
β=1
∫ dϵ bβ(E, ϵ)∣χβ(ϵ)⟩. (2)

Specifically for AD, ∣ϕd⟩ represents the inner-shell ionized
metastable state, and ∣χβ(ϵ)⟩ is the continuum wave function associ-
ated with the di- or tricationic decay channel βwith threshold energy
Eβ, and ϵ is the energy of the continuum electron.43 In the rigorous
theory, the total decay width is a function of energy given as a sum
of partial decay widths,

Γ(E) =∑
β
Γβ(E) = 2π∑

β
∣⟨ϕd∣Ĥ − Ed∣χβ(E − Eβ)⟩∣2. (3)

The decay width associated with the Gamow–Siegert state44 and
related to the inner-shell vacancy lifetime can be approximated by
the value of Γ(E) at the discrete state energy Ed,

Γloc =
1
τ
≈ Γ(E = Ed). (4)

In the following, we drop the subscript loc and the distinction
between the local decay width Γ and the width function Γ(E) will
be indicated explicitly by energy dependence.

To evaluate formula (3), the explicit representation of the ini-
tial and final multi-electron wave functions, ∣ϕd⟩ and ∣χβ(ϵ)⟩, has to
be provided. Within the ISR-ADC framework, this is achieved via
configuration interaction-like expansion in terms of the so-called
intermediate states (IS) ∣Ψ̃(N−1)

J ⟩. ISs are derived by application of
the physical excitation operators ĈJ ,

{Ĉ(N−1)
J } = {ck; c†ackcl, k < l; c†ac†bcjckcl, j < k < l, a < b; . . .}, (5)

to the perturbation-theoretically (PT) corrected ground state wave
function ∣Ψ0⟩ of the neutral system, followed by excitation class
orthogonalization (ECO) procedure,45

∣Ψ0
J ⟩ = ĈJ ∣Ψ0⟩

ECOÐÐ→ ∣Ψ̃(N−1)
J ⟩. (6)

Here, ∣Ψ0
J ⟩ are non-orthogonal so-called correlated excited states,

cq (q = i, j, k . . .) stand for the annihilation operators associated
with occupied (hole) HF spin–orbitals, and c†q (q = a, b, . . .) stand
for the creation operators associated with virtual (particle) HF
spin–orbitals; J is the corresponding multi-index. Specifically, in the
ADC(2,2) scheme employed in the present work, the PT expansion
of the ground state is truncated after the second order,

∣Ψ0⟩ = ∣Φ0⟩ + ∣Ψ(1)0 ⟩ + ∣Ψ
(2)
0 ⟩, (7)

and the physical excitation operators are restricted to the lowest
three excitation classes, 1h (one-hole), 2h1p (two-hole-one-particle),
and 3h2p, given explicitly in Eq. (5).

The definition (6) together with the expansion of the refer-
ence wave function (7) results naturally in PT expansions of the ISs,
which are truncated after the second order for the 1h and 2h1p ISs
and after the zero order for 3h2p ISs. In turn, the elements of the
matrix representation of the Hamiltonian shifted by the ground state
energy E0,

MIJ = ⟨Ψ̃(N−1)
I ∣Ĥ − E0∣Ψ̃(N−1)

J ⟩, (8)

are given in terms of a perturbation series and can be tailored to pro-
vide ionization energies as its eigenvalues consistently through the
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desired order of PT. In particular, the ADC(2,2) f and ADC(2,2)m
schemes (cf., Table I in Ref. 21) are designed such that the ionization
energies of 1h- and 2h1p-like states (i.e., the initial inner-shell hole
and the final states of the normal AD) are evaluated up to the
second order of PT. The energies of the 3h2p-like states (i.e., the final
states of dAD) are computed only through the first and zeroth order
in ADC(2,2) f and ADC(2,2)m, respectively.

To provide approximations for the bound-like ∣ϕd⟩ and
continuum-like ∣χβ(ϵ)⟩ components required for the evaluation of
the decay width function Eq. (3), the configuration space spanned by
ISs is divided into the subspace P containing configurations asso-
ciated with open decay channels and the complementary subspace
Q. To this end, we employ the universal procedure referred to as
selection scheme B in Ref. 21. The initial inner-shell hole state is then
represented by a selected eigenvector of the Hamiltonian matrix pro-
jected onto the Q subspace, QMQ. The final states of the decay are
represented by the eigenvectors ∣χi⟩ with eigenvalues ϵi of the PMP
Hamiltonian matrix. M, Q, and P are ISR matrices of the shifted
Hamiltonian (8) and the projectors onto the Q and P subspaces,
respectively.

Since a square-integrable Gaussian single-particle (GTO) basis
is used, the decay continuum is discretized, i.e., the resolution of
identity in the P subspace reads

Nc

∑
β=1
∫ dϵ ∣χβ(ϵ)⟩⟨χβ(ϵ)∣ ≈∑

i
∣χi⟩⟨χi∣, ⟨χi∣χj⟩ = δij. (9)

In turn, the decay width function (3) cannot be evaluated directly.
Instead, we evaluate discrete couplings,

γi = 2π∣⟨ϕd∣M − Ed∣χi⟩∣2, (10)

and use the relation (9) to compute inverse spectral moments of the
decay width function,

S−k = ∫ E−kΓ(E)dE ≈∑
i
(ϵi)−kγi. (11)

Stieltjes imaging technique40,41,46 is employed to recover Γ(E) from
the spectral moments (11). Our implementation follows Ref. 47.

In Stieltjes imaging, the decay width Γ(E) plays the role
of an unknown weight function in an integration rule, which is
approximated by a nS-point Gaussian quadrature,

∫ Γ(E) f (E)dE ≈
nS

∑
i=1

wnS
i f (EnS

i ). (12)

Here, f(E) is a smooth test function, and nS is the order of the
Stieltjes imaging. The abscissas EnS

i and weights wnS
i are determined

from the polynomials orthogonal with respect to Γ(E), generated
recursively using the lowest 2nS spectral moments (11). At a given
order, the procedure provides (nS − 1)-point sampling of the decay
width function Γ(Ēi), i = 1, . . . , nS − 1. More details and exam-
ple outputs of the Stieltjes imaging procedure can be found in the
supplementary material.

In practice, the procedure is performed for all orders up to
approximately nS = 30. The upper limit is determined by the numer-
ical loss of orthogonality in the recursive relation for the polynomials

as implemented in quadruple precision and is largely independent
of the input data. We then search for convergence by performing
monotonicity-preserving interpolation through points obtained at
a moving window nS = n1 . . . n2 of several consecutive orders and
analyzing the deviation of points obtained at the two orders adjacent
to the given window, nS = n1 − 1 and nS = n2 + 1.

B. Branching ratios
Equation (9) indicates that the discrete eigenvectors ∣χi⟩ cannot

be assigned to individual decay channels, and the breakdown of the
total decay width function into partial widths Γβ apparent in Eq. (3)
is lost. Partial decay widths can still be estimated by introducing
approximate channel projectors P̂(N−2)

β and repeating the Stieltjes
imaging technique for each channel individually using projected
eigenvectors P̂(N−2)

β ∣χi⟩ and partial couplings,23,48

γ(β)i = 2π∣⟨ϕd∣MPβ∣χi⟩∣2. (13)

This procedure yields unnormalized estimates of the partial decay
widths, Γ̃β = Γ̃β(E = Ed). Finally, the partial widths are normalized
to the total width Γ = Γ(E = Ed) obtained from full couplings (10),

Γβ = Γ
Γ̃β
∑β Γ̃β

. (14)

For two-electron AD, the decay channels are defined by dica-
tionic states ∣φ(N−2)

β ⟩, which can be either of the 2h character
for main channels or 3h1p-like for shake-up satellites. Within the
Fano-ADC(2,2) framework, corresponding final states ∣χi⟩ are dom-
inated by 2h1p and 3h2p ISs, respectively. Consistently with the
ADC(2,2) level of representation of the final states, the dicationic
states ∣φ(N−2)

β ⟩ can be expanded in terms of 2h and 3h1p ISs ∣Φ̃(N−2)
I ⟩

derived from the second-order ground state (7) by application of the
excitation operators,

{Ĉ(N−2)
I } = {ckcl, k < l; c†acjckcl, j < k < l}, (15)

followed by the ECO procedure. The resulting PT expansions are
truncated after the second order for the 2h ISs and after the zero
order for the 3h1p ISs. This corresponds exactly to the extended
second-order ADC scheme for double ionization [DI-ADC(2)x]. In
Ref. 42, the DI-ADC(2)x is derived using the diagrammatic tech-
nique rather than within the ISR framework. However, the formulas
given for the Hamiltonian matrix elements hold for both formalisms.
For more details on the relation between the diagrammatic and ISR
formulations of ADC, see Ref. 45.

By diagonalization of the ISR-ADC(2)x Hamiltonian matrix for
the (N − 2)-electron system, we obtain the channel energies E(N−2)

β
and the ISR expansions of the corresponding dicationic states,

∣φ(N−2)
β ⟩ =∑

I
qI
β∣Φ̃(N−2)

I ⟩. (16)

The channel projectors are defined as
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ˆ̃P(N−2)
β =∑

ϵ
c†ϵ ∣φ(N−2)

β ⟩⟨φ(N−2)
β ∣cϵ

=∑
ϵ
∑
I,I′

qI
β(qI′

β )∗c†ϵ ∣Φ̃(N−2)
I ⟩⟨Φ̃(N−2)

I′ ∣cϵ. (17)

In the above expression, I is a multi-index running over the 2h and
3h1p ISs, and c†ϵ is a creation operator associated with a continuum-
like spin–orbital. In the present implementation, which is based
on purely Gaussian-type (GTO) basis sets, there is no distinction
between a continuum and bound virtual spin–orbitals. Therefore,
the complete set of virtual spin orbitals, c†ϵ ∈ {c†a}, is used in the
projector definition.

As a result of this choice, the vectors c†a ∣Φ̃(N−2)
I ⟩ are not per-

fectly orthogonal for a ≠ a′ or I ≠ I′, or both. This non-orthogonality
has the same origin as the non-orthogonality of the correlated
excited states ĈJ ∣Ψ0⟩ [cf. Eq. (6)] and stems from the appearance of
the virtual orbitals in higher-order contributions to the correlated
reference ground state ∣Ψ0⟩ (7). Consequently, the projectors ˆ̃P(N−2)

β

defined by Eq. (17) are not exact projectors, ( ˆ̃P (N−2)
β )

2
≠ ˆ̃P(N−2)

β ,
and neither are they orthogonal for different channels. It is easy to
show that the ECO-like procedure applied to the c†a ∣Φ̃(N−2)

I ⟩ vectors
would transform the set into the (N − 1)-electron ISs forming the
basis of ADC(2,2) configuration space,

{c†a ∣Φ̃(N−2)
I ⟩} ECOÐÐ→{∣Ψ̃(N−1)

J ⟩}, (18)

with the straightforward relation between the I and J multi-indices,
e.g., I = kl → J = akl, or J = aI. It is, thus, possible to define a set of
orthogonal proper projectors as

P̂(N−2)
β =∑

a
∑
I,I′

qI
β(qI′

β )∗∣Ψ̃(N−1)
J=aI ⟩⟨Ψ̃

(N−1)
J′=aI′ ∣. (19)

This approach, however, is not entirely correct either as P̂(N−2)
β does

not correspond precisely to the original dicationic state (16). On the
other hand, it is computationally significantly cheaper as it avoids
evaluation of ⟨Φ̃(N−2)

I ∣cϵ∣Ψ̃(N−1)
J ⟩ matrices and simplifies the con-

struction of the complementary projector P̂� defined below, which
is needed for the evaluation of the dAD branching ratio. Therefore,
we adopt this definition in this work.

Similarly, the decay channels corresponding to dAD can be
defined using tricationic states ∣φ(N−3)

η ⟩ constructed in the frame-
work of the first-order TI-ADC(1) scheme for triple ionization.
It is equivalent to configuration interaction in terms of 3h HF
configuration state functions,

∣Φ(N−3)
klm ⟩ = ckclcm∣Φ0⟩, k < l < m. (20)

The resulting projectors

P̂(N−3)
η =∑

ϵ<ϵ′
c†ϵ c†ϵ′ ∣φ

(N−3)
η ⟩⟨φ(N−3)

η ∣cϵ′cϵ (21)

are free from non-orthogonality issues owing to the simplicity of the
configurations (20). However, to cover the full normal and shake-up

AD spectrum, and to account properly for the sequential dAD,
dicationic channels (16) with energies E(N−2)

β well above triple-
ionization potential (TIP) often have to be taken into account when
building the projectors P̂(N−2)

β . Without the distinction between
bound and continuum virtual orbitals, many such DI-ADC(2)x
states ∣φ(N−2)

β ⟩ with dominant 3h1p character will represent contin-

uum states associated with some tricationic channel ∣φ(N−3)
η ⟩. Vice

versa, projectors (21) will also contain contributions from shake-up
states already included among dicationic channels.

This ambiguity cannot be satisfactorily resolved within the
present implementation of the Fano-ADC(2,2) method. However,
as long as the discrete pseudo-continuum ∣χi⟩ [cf. Eq. (9)] contains
both single- and double-continuum-like states, the double decay is
taken into account, and the dAD branching ratio (dAD BR) can be
determined by the following procedure without explicit construction
of the projectors onto the tricationic channels:

1. All DI-ADC(2)x eigenstates with eigenenergies up to some
energy E(N−2)

max > TIP are used to construct channel projec-
tors (19). The maximum energy is usually determined by the
highest shake-up dicationic state with 2h strength of at least
1%.

2. A complementary projector P̂� = P̂ −∑β P̂(N−2)
β is con-

structed, where P̂ is the projector onto the full P subspace.
As the P subspace contains only open channels and all dica-
tionic decay channels up to ETIP are included in step 1,
this projector covers the missing contribution to the double
decay.

3. Corresponding partial decay widths Γβ and Γ� are calculated
using Eqs. (13) and (14).

4. the total dAD BR is determined from the sum of the par-
tial decay widths associated with channels above TIP plus the
complementary Γ�,

BRdAD =
Γ� +∑Eβ>TIP Γβ

Γ
. (22)

Using this procedure, it is implicitly assumed that any dica-
tionic state above TIP populated by AD decays further by electron
emission and contributes to cascade dAD. Any possible radiative
decay or production of higher-charge ions, as well as quenching of
the cascade decay by nuclear dynamics, is neglected. The approach
also cannot distinguish between the simultaneous and cascade dAD.
Thus, we only report total dAD branching ratios in this work. This
shortcoming can only be resolved by classifying the ISR-ADC corre-
lated states for all the relevant charge states as bound or continuum.
To this end, new tools would have to be developed, but such clas-
sification will likely be indistinct within a GTO basis. The problem
could potentially be resolved by the restricted correlation space ADC
approach briefly discussed below.

1. Restricted correlation space ADC
The orthogonality problem in the definition of the channel

projectors Eq. (17) can be circumvented in a restricted correla-
tion space ADC (RCS-ADC) approach introduced by Ruberti.49 The
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space of one-particle virtual spin–orbitals is divided into two mutu-
ally orthogonal subspaces, {ĉ†a} = {ĉ†α}⊕ {ĉ†μ}. The bound-like vir-
tual orbitals {ĉ†α}—the RCS subspace—together with the occupied
orbitals {ĉ†i } form a canonical set of molecular HF spin–orbitals. The
second set, the ionization subspace {ĉ†μ}, comprises continuum-like
virtual spin–orbitals, typically constructed using a B-spline basis set.
The whole virtual orbital subspace is not necessarily canonical, i.e.,
the Fock operator is not diagonal and contains coupling between the
RCS and ionization subspaces.

In the RCS-ADC formulation, the PT expansions of the ref-
erence ground state ∣Ψ0⟩ and the (N − 2)-electron configuration
space spanned by ∣Φ̃(N−2)

IRCS
⟩ are restricted to the RCS subspace. The

(N − 1)-electron 2h1p ISs ∣Ψ̃(N−1)
J ⟩ can then be classified by the

character of the virtual orbital as bound-like or continuum-like.
Specifically for the continuum-like ISs with a virtual orbital from the
ionization subspace μ, it is easy to show (cf. Ref. 49) that they are in
the form of the so-called augmented states,

∣Ψ̃(N−1)
μI ⟩ = c†μ∣Φ̃(N−2)

I ⟩. (23)

In turn, if the sum over virtual orbitals in the projector definition
(17) can be restricted to the ionization subspace, ∑ϵ → ∑μ, the
resulting channel projectors will be naturally orthogonal exact pro-
jectors for an orthonormal set of dicationic states ∣φ(N−2)

β ⟩. We will
explore the RCS formulation in a future publication.

C. Computational details
In this work, we have employed the full Fano-ADC(2,2) f

and minimal Fano-ADC(2,2)m schemes for the computation of
total AD widths and dAD branching ratios. The main difference
between ADC(2,2) f and ADC(2,2)m schemes is that the coupling
between 3h2p ISs is neglected in the latter. This reduces the scal-
ing of the computational cost from n3

occn4
virt to n4

occn3
virt (nocc and

nvirt being the number of active occupied and virtual molecular
orbitals, respectively),21 reducing the number of nonzero elements
in the Hamiltonian matrix by 90%–95%.

In this work, we want to explore the fundamental accuracy of
the method. Therefore, we have used large basis sets to minimize
basis set-related errors. We build upon uncontracted aug-cc-pCVXZ
basis sets (X = 4, 5, or 6) on each atom for the best possible
account of the core-valence correlation. These basis sets may be
further augmented by an even-tempered method to improve the
completeness and, thus, the description of the fast Auger elec-
tron in the molecular region. Additional diffuse continuum-like
Kaufmann–Beumeister–Jungen continuum-like functions50 (KBJ)
are placed at the center of mass. The use of diffuse basis functions
increases the density of states in the discretized pseudospectrum,
Eq. (9), and improves the representation of slow emitted elec-
trons, such as secondary electrons in dAD or electrons produced
in ICD.

The basis sets were optimized to obtain the best possible sta-
bility of the Stieltjes imaging procedure and convergence of the
decay width function Γ(E) and partial decay widths using the com-
putationally cheap Fano-ADC(2)x method. At the ADC(2,2) level,
certain restrictions had to be imposed in many cases to reduce the
size of the 3h2p configuration space. The restrictions have been

carefully tested on small molecules and proved to have a lesser
impact than using inferior one-particle basis sets. Further infor-
mation on the implementation, workflow, basis sets, and other
configuration space-related computational details can be found in
the supplementary material.

III. RESULTS AND DISCUSSION
A. Molecules isoelectronic to Ne

We have studied AD widths, Auger electron spectra, and dAD
branching ratios for a number of small core-ionized molecules. The
choice of the systems was motivated primarily by the availability of
experimental values in Ref. 8 and by computational manageability.
For the initial benchmark, we have chosen the first row of hydrides
isoelectronic with neon.

1. Auger decay widths and spectra
The calculated total decay widths of the 1s−1 core hole states are

summarized and compared to available experimental data in Table I.
The errors given for calculated widths are estimated as the standard
deviation of Γ(Ed) obtained by the Stieltjes imaging procedure at
different orders. Thus, the error primarily reflects the stability of the
Stieltjes imaging and the quality of the basis set, not any systematical
errors inherent in Fano-ADC.

We observe that, on average, the more expensive Fano-
ADC(2,2) f scheme overestimates the experimental values of total
AD widths by 10%. The relative error is smallest for Ne, which indi-
cates that the inaccuracy might be partially attributed to the missing
effects of vibrational motion. However, the data clearly reveal a sys-
tematical bias of the method. The cheaper Fano-ADC(2,2)m yields
essentially equivalent results. In Fig. 1, we plot the same data against
the mean kinetic energy of the emitted electrons,

Ēkin = ∫
dE E IAD(E)
∫dE IAD(E)

, (24)

where IAD(E) is the calculated Auger electron spectrum. The
graph shows a distinct linear trend for both the theoretical and
experimental data.

The calculated Auger electron spectra as functions of the dica-
tionic channel energy Eβ are plotted in Fig. 2. Despite the absence of
nuclear dynamics in the theoretical approach, the agreement is very
good both qualitatively and quantitatively. To quantify the accuracy

TABLE I. Total 1s−1 AD widths Γ for the series of molecules isoelectronic to Ne. The
second column shows the characteristic kinetic energy of secondary electrons, given
by the first moment of the respective Auger electron spectrum. The third column lists
available experimental values for Γ, and the fourth and fifth columns list the widths
computed using Fano-ADC(2,2) f and Fano-ADC(2,2)m, respectively. All widths are
given in meV.

Ēkin(eV) Experiment ADC(2,2) f ADC(2,2)m

Ne 788 257 ± 651 275 ± 4 282 ± 3
HF 630 229 ± 3 229 ± 4
H2O 485 160 ± 552 183 ± 7 184 ± 4
NH3 357 139 ± 2 139 ± 2
CH4 246 95 ± 553 106 ± 3 107 ± 3
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FIG. 1. Total AD decay widths in Ne-isoelectronic molecules, plotted against the
mean kinetic energy Ēkin of the emitted electrons.

of the branching ratios, we have integrated intensities of the peaks
that can be satisfactorily isolated in the experimental spectra. Over-
all, the mean absolute error of the branching ratios is 2.8 percentage
points, and this result is uniform across all molecules. The mean

FIG. 2. Auger spectra of Ne-isoelectronic molecules calculated using the Fano-
ADC(2,2) f method (green), compared to available experimental data, Refs. 55
(Ne), 56 (HF), 57 (H2O), 58 (NH3), and 59 (CH4). The calculated spectra are con-
voluted with Gaussian profiles with FWHM indicated in the figure. The experimental
data are shifted by 0.5 eV (H2O), 1.6 eV (NH3), and 2.8 eV (CH4) toward lower Eβ
to best match the position of the most intense features. No broadening or shift is
applied to Ne.

relative error is 23%, stemming mostly from the weakest and least
pronounced features. The largest discrepancy is found for the right-
most peaks in ammonia and water, where the calculated intensity is
about 2.5 times larger than observed. Interesting is also the region
40–55 eV in water, where the theory predicts near equal magnitude
for the two peaks in an apparent contrast to the experiment. How-
ever, the higher energy feature is broader in the experiment, and in
terms of integrated intensity, the agreement is within the average
2.8 percentage points. The broadening is at least partially caused by
nuclear motion.54

The work of Inhester et al.54,60 on AD in water can serve as
a reference for other theoretical methods.43 They employed a sin-
gle center expansion with multi-reference configuration-interaction
wave functions for bound states and explicit integration of the radial
Schrödinger equation for the continuum electron. While the result-
ing value of 146 meV for the total AD width slightly underestimates
the value of 160 ± 5 meV measured by Sankari and co-workers,52

the calculated Auger spectrum perfectly reproduces the experiment,
particularly after accounting for the nuclear dynamics.60,61

For the equilibrium geometry, the BRs calculated in this
work deviate from the above reference on average by 0.9 per-
centage points. Several other authors have recently used AD in
water to benchmark their methods. Tenorio et al.62 implemented
single center approximation using atomic radial Auger integrals
within the restricted-active-space SCF and the multistate restricted-
active-space perturbation theory of second-order frameworks. They
obtained a total decay width of 180 meV, consistent with the
present work, with an average error of the BRs of 1.6 percent-
age points compared to the reference. Skomorowski and Krylov63

used Fano theory in combination with the equation-of-motion
coupled-cluster (EOMIP-CC) method to obtain the total decay
widths of 175 and 122 meV using plane wave and Coulomb wave
(Zeff = 4.9) approximations for the continuum electron, respec-
tively. The respective average errors of calculated BRs are 4.7 and 2.1
percentage points. Therefore, using Coulomb wave approximation
significantly improves the Auger electron spectrum but deteriorates
the total decay width. Similar behavior is also found for methane.

The CBF-CCSD method of Matz and Jagau64 is based on using
complex basis functions within the coupled-cluster singles and dou-
bles framework. For water, they obtained the total AD width of
143 meV with the average error of the BRs of 1.6 percentage points
compared to Ref. 60. More recently, they studied AD in small hydro-
carbons using several methods combining CCSD with either CBF or
Fano theory.65 The results indicate characteristic uncertainty of the
total AD widths to be around 10%, based on the spread of values
obtained using different methods and the comparison to experimen-
tal values. The presented decay spectra depend substantially on the
method, and, for the Fano approach, the approximation used for the
continuum wave function. Visual agreement with the experiment is
significantly better in the present work (cf. also Fig. 4 below). How-
ever, it is impossible to quantify and might be slightly misleading
due to different styles of presentations.

2. Double Auger decay branching ratios
Calculated and experimental values of dAD BR are compared

in Table II and Fig. 3. The errors in the calculated branching ratios
are determined from the uncertainty in the TIP, which enters the
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TABLE II. dAD branching ratios for the Ne-isoelectronic series of molecules. The sec-
ond column shows the characteristic kinetic energy of secondary electrons, and the
third to fifth columns show dAD BR in %. For the Fano-ADC(2,2)m method, the num-
ber in parentheses gives the percentage of the branching ratio recovered compared
to the Fano-ADC(2,2) f value. All experimental values are taken from Ref. 8. For Ne,
a more recent value is cited from Ref. 66.

Ēkin(eV) Experiment ADC(2,2) f ADC(2,2)m

Ne 788 5.7 ± 0.5 4.0 ± 0.2 3.1 ± 0.2 (77.5%)
HF 630 5.0 ± 0.6 3.8 ± 0.5 (76.0%)
H2O 485 6.6 ± 0.7 6.9 ± 0.4 4.9 ± 0.8 (71.0%)
NH3 357 8.2 ± 0.8 7.6 ± 0.6 6.4 ± 0.7 (84.2%)
CH4 246 6.3 ± 0.6 8.7 ± 0.4 7.4 ± 0.3 (85.1%)

formula (22). The dAD process involves both 2h1p-like and 3h2p-
like final states above TIP. However, their energies are evaluated
inconsistently in ADC(2,2) f —through the second- and first-order
PT, respectively. It is, thus, unclear what the appropriate value of TIP
is. To reflect this uncertainty, we use both first- and second-order
values of the TIP to determine the range reported in Table II.

Focusing on the Fano-ADC(2,2) f scheme, the relative discrep-
ancy between computed and measured dAD BR ranges from 5% to
38%, averaging at 20%, which should be classified as a very good
result considering the complexity of the process and universality
of the method. However, Fig. 3 exposes a qualitative disagreement
between the two sets of data. As for the total AD widths, the com-
puted dAD BR depends linearly on the mean kinetic energy Ēkin.
Experimental data do not really support such a trend. With the
exception of NH3, they remain roughly constant, in accord with the
observation by Roos et al.7,8 that dAD BR can be estimated from the
number of available valence electrons Nve as

BRdAD = ANve + B. (25)

This trend stems from the simple fact that the number of decay
channels grows with the number of valence electrons approximately
like N2

ve and N3
ve for normal and double AD, respectively. Using

different samples of molecules to determine the coefficients A and

FIG. 3. dAD branching ratios for Ne-isoelectronic molecules, plotted against the
mean kinetic energy Ēkin of the emitted electrons.

B, the formula predicts the values of dAD BR 7.2%7 or 8.8%8 for
Nve = 8. Both values overestimate the average 6.4% of the experi-
mental dAD BRs listed in Table II.

Moving to the cheaper Fano-ADC(2,2)m scheme, we see from
the table that it systematically recovers only about 80% of the
dAD BR computed by the full scheme. One of the reasons might
be a further shift in the effective TIP. However, the consequences of
neglecting the 3h2p/3h2p couplings are certainly more intricate as it
disregards any correlation or interchannel coupling in the dAD final
states, as well as the interaction between the emitted electrons.

B. Small hydrocarbons
In this subsection, we move to a set of small hydrocarbons to

study the effect of multiple bonds and fluorine substitution. Calcu-
lated total decay widths and dAD branching ratios for the C 1s−1

states are compared to available experimental data in Table III. Com-
pared to Sec. III A, we have employed a smaller one-particle basis set
to allow for a consistent description of all molecules. Still, even using
the reduced basis, the full ADC(2,2) f scheme was unfeasible for the
largest molecules; thus, only Fano-ADC(2,2)m results are available
for C2H6 and CH3F. The smaller basis set is behind the difference
between the results given for methane in this section and Sec. III A.
However, the lower quality of the representation of the continuum
translates only into somewhat inferior stability of the Stieltjes imag-
ing at higher orders, which is reflected by the larger error margins
given in Table III (see the supplementary material for the compar-
ison of Stieltjes imaging stability). The decay widths and branching
ratios are still well converged. The Auger electron spectra are plotted
in the supplementary material.

Focusing first on the total AD widths, we observe again that
Fano-ADC(2,2) yields slightly higher values than the experiment,
with both tested schemes producing mutually consistent results.
In agreement with the experimental data, Fano-ADC(2,2) predicts
the largest width for C2H2 but overestimates the decay width for
methane relative to other molecules. However, considering the
sub-10% differences between the molecules, we can only conclude
that the calculations are consistent with the measurements within
the error margins but are not accurate enough to reliably reproduce
any variances in the AD widths across the sample.

Note also that for methane, the reported experimental values
span a wide range from 83 to 120 meV.67 Crucially, the observed
line width also depends on the energy of the ionizing radiation.68

The effect was attributed to a different impact of post-collision inter-
action on the line shape used to determine the lifetime broadening.
However, it might also be caused by an admixture of core-ionization
satellites in the metastable state populated by the photoionization.
Indeed, our calculations show that such satellite states become acces-
sible for photon energies above 305 eV, and their AD width is
around 70 meV. Even a low admixture can thus explain the observed
decrease of the decay width with the photon energy.

Turning to the dAD BR, the experiment shows a 30% rise
going from CH4 to C2H2 and then only minimal growth with an
increasing number of hydrogens. Fano-ADC provides a qualitatively
correct picture, capturing the difference between methane and larger
molecules, but the rise of dAD BR is higher (50%–60%). Quanti-
tatively, the dAD BRs are overestimated by 25%–45%, more than
for the Ne-isoelectronic molecules. There is also no systematic trend
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TABLE III. Total AD widths and dAD branching ratios for C 1s−1 core hole states in small hydrocarbons. For C2Hn, an average
over gerade and ungerade states is given. All experimental values for dAD BR are taken from Ref. 8.

Experiment Fano-ADC(2,2) f Fano-ADC(2,2)m

Γ (meV) dAD BR (%) Γ (meV) dAD BR(%) Γ (meV) dAD BR (%)

CH4 95 ± 553 6.3 ± 0.6 107 ± 6 8.2 ± 0.7 109 ± 7 7.8 ± 0.7
C2H2 106 ± 553 8.2 ± 0.8 113 ± 8 13.3 ± 1.4 110 ± 8 11.8 ± 1.5
C2H4 ⋅ ⋅ ⋅ 8.5 ± 0.8 110 ± 7 13.1 ± 1.2 106 ± 7 12.9 ± 1.3
C2H6 100 ± 553 8.8 ± 0.8 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 106 ± 7 11.6 ± 0.8
CH3F ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 104 ± 7 11.5 ± 1.3

reproduced among the C2Hn molecules. However, again, the exper-
imentally observed differences are well below the accuracy of the
method, as well as the error margins of the experiment.

Finally, our results on fluoromethane confirm that halogen sub-
stitution leads to a decrease in the AD width, in agreement with
the available literature.53,69 In the CH4−nCln series, the observed AD
width decreases by about 9%–10% with each substituted chlorine.69

For the fluorine substitution, our calculations predict a decrease
of 4%–5%. The weaker effect can be attributed to the lower elec-
tron affinity of fluorine, as the reduction of AD rate is due to the
depopulation of the carbon atomic orbitals.70

The predicted dAD BR, on the other hand, increases by nearly
50% compared to CH4 and is comparable to C2Hn. The available
experimental data are consistent with such a trend. Roos et al.8
report dAD BR 16.5% for CH3Cl and 15.8% for CF4, supporting the
supposition that dAD BR depends on the total number of valence
electrons rather than just the electrons localized on the ionized atom,
cf. Eq. (25). Unfortunately, both experimentally studied molecules
are too large to be manageable by the present implementation of
Fano-ADC(2,2).

C. Discussion and in-depth analysis
In Secs. III A and III B, we presented calculated dAD BRs for a

number of small molecules. The Fano-ADC(2,2) method captures all
the qualitative trends and generally provides very good quantitative
accuracy, but we have also observed somewhat non-uniform perfor-
mance. For some systems, Ne in particular, it tends to underestimate
the double decay while overestimating dAD BR for hydrocarbons.
Notably, the higher the dAD BR, the closer the ADC(2,2)m results to
the ADC(2,2) f scheme. In this section, we trace this behavior to the
inconsistency of the representation of the 3h2p-like final states rel-
ative to 1h- and 2h1p-like ones and of the couplings between these
classes.

To this end, let us study the C 1s AD spectrum in methane
and ethyne shown in Fig. 4. The spectra calculated using the Fano-
ADC(2,2) f method are convoluted with a Gaussian function of
appropriate width to compare to the spectra measured by Kivimäki
et al.59,71 The experimental spectra are shifted toward lower double
ionization energy Eβ and scaled to match the calculated position and
intensity of the strongest peak. We shift the experimental rather than
theoretical signal because the relative position of calculated double
and triple ionization potentials is vital for the following discussion.

FIG. 4. Auger spectra of CH4 and C2H2 as functions of the decay channel energy
Eβ. Experimental spectra shown by black dots are taken from Refs. 59 and 71
for CH4 and C2H2, respectively. The experimental data are shifted by 2.8 eV for
CH4 and 1.8 eV for C2H2 toward lower Eβ to match the calculated position for the
lowest, most intense peak. The colored dashed sticks indicate positions and 2h
strengths of the dicationic channels. Black vertical lines indicate the triple ionization
potential [full—ADC(2)x, dashed—ADC(1)].

We observe that the Fano-ADC(2,2) f method yields AD spec-
tra in excellent agreement with the experiment, confirming the high
accuracy of the channel-specific branching ratios. As detailed in
Sec. II B, the population of the dicationic channels above TIP is used
to determine the dAD BR, together with the intensity associated with
the complementary projector P̂�. Focusing on the CH4 spectrum,
there is a small bump just above TIP, associated with almost purely
satellite 3h1p-like dicationic final states. The energies of such states
are calculated through first-order PT only and are, thus, less accurate
than those of the main states and typically overestimated. Indeed,
there is a hint of a similar bump at lower energy below TIP also in the
experimental spectrum. Subtracting its contribution would reduce
the calculated dAD BR to about 7%, already in excellent agreement
with the measured value of 6.3% ± 0.6%. In ethyne, the AD signal
associated with DI satellites around the TIP is even stronger, which
is likely one of the reasons for the still larger overestimation of the
respective dAD BR.

The population of the satellite DI states by dAD is determined
by the strength of the electronic correlation in the molecule, which is
reflected by the mixing of 2h and 3h1p ISs in the correlated dicationic
channels. In particular, we found that the calculated dAD BR is, to
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FIG. 5. dAD BR as a function of the 2h weight cumulated in dicationic states above
TIP.

a large extent, determined by wTIP
2h , the cumulated contribution of

2h ISs in ADC(2)x dicationic channels above TIP. In Fig. 5, we plot
the dependence of both calculated and measured dAD BRs in hydro-
carbons as a function of wTIP

2h /wP
2h, i.e., the above-TIP percentage of

the total 2h strength in the P subspace. Both datasets show distinct
linear dependences, but the calculated dAD BR grows almost twice
as fast as the measured one.

This observation shows that the strength of the coupling of
the 1h-like core-hole state to the 2h1p and 3h2p ISs is not evalu-
ated consistently in the Fano-ADC(2,2) method. This conclusion
is further supported by the fact that the most undervalued dAD
BR is in neon, where the dAD is determined purely by direct cou-
pling to 3h2p double-continuum final states. Notably, in such a
scenario, the ADC(2,2)m scheme performs significantly worse than
ADC(2,2) f .

The exact origin of this inconsistency is difficult to track down.
The neglected second-order21 direct 1h/3h2p coupling can con-
tribute. This problem is common to both ADC(2,2) f and ADC(2,2)m
schemes. The slightly inferior performance of ADC(2,2)m suggests
that the inconsistent level of description of 2h1p- and 3h2p-like
states is also a significant factor. While the second-order 1h/3h2p
couplings could, in principle, be added without a prohibitive
increase in the computational cost, the latter problem is inherent to
the method.

IV. CONCLUSIONS
We presented the application of the Fano-ADC(2,2) method

to computing total and partial Auger decay widths of molecu-
lar core-hole states, including explicit evaluation of double Auger
decay branching ratios. The branching ratios are calculated using
channel projectors constructed from correlated ADC(2)x dicationic
states, in accord with the ADC(2,2) level of representation of the
continuum-like final states.

The typical relative error of the total AD widths is around 10%,
with an apparent bias toward overestimating the experimental val-
ues. The calculated Auger decay spectra show excellent agreement
with the experiment, demonstrating the high accuracy of partial
decay widths. We have demonstrated that, for normal AD, the Fano-
ADC(2,2) is on par or better than other available state-of-the-art
theoretical methods.

Its unique feature is the ability to estimate also the double Auger
branching ratios. For the investigated sample of molecules, the aver-
age error of dAD BR compared to available experimental data is
about 30%, which we evaluate as an excellent result considering
the complexity of the double decay process and the universality of
the method. In contrast to the total AD widths, the dAD BR can be
both over- and underestimated depending on the character of the
dicationic states in the relevant spectral range.

One of the sources of the error is the uncertainty of the effective
position of the triple ionization threshold, stemming from the differ-
ent quality of the representation of the main and satellite final states.
We have also identified a certain degree of disproportion between
the magnitude of the couplings of the initial core-hole state and the
two classes of final states. The inconsistency is worse in the compu-
tationally cheaper ADC(2,2)m scheme, which is to be attributed to
the even lower level of correlation in the 3h2p class.

It should be stressed that vibrational motion can significantly
affect the decay rates of core hole states in molecules or even
quench the second step of the cascade dAD by dissociating or clos-
ing the decay channels. This study does not include any effects of
nuclear dynamics or the vibrational wave packet broadening. These
phenomena will be examined in a follow-up publication.

In summary, Fano-ADC(2,2) represents a practical tool to
investigate molecular double Auger decay. Beyond the vibrational
motion, future development should focus on the discrimination
between simultaneous and cascade double decay. One possible strat-
egy is the restricted active space ADC technique. Alternatively, the
Fano-ADC(2)x methodology for dicationic states24 can be used to
define purely bound-like dicationic channels in a reduced configu-
ration subspace, i.e., repeating similar Q/P projection strategy as
for the cationic configuration space. This approach will naturally
produce also total widths and branching ratios for the intermediate
metastable dicationic states, offering a complete description of the
cascade double Auger decay.

SUPPLEMENTARY MATERIAL

See the supplementary material for detailed information about
implementation, basis sets, and other computational details.
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son, F. Tarantelli, P. Kolorenč, and V. Averbukh, Phys. Rev. Lett. 116, 073001
(2016).
33C. Küstner-Wetekam, L. Marder, D. Bloß, C. Honisch, N. Kiefer, C. Richter, S.
Rubik, R. Schaf, C. Zindel, M. Förstel, K. Gokhberg, A. Knie, U. Hergenhahn, A.
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