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Abstract
The regularized analytical continuation method (RAC) counts among the most powerful modern
method for determination of resonance energies and resonance widths of low energy atomic and
molecular systems including large systems of biological importance. By this method the
resonance state is transformed into bound state by addition of an attractive potential. In this paper
the choice of the perturbation potential is discussed and the performance of the method studied
using model potential. It is shown that for correct applications of the RAC method the
knowledge of the asymptotic behavior of the basic ingredient of the method, the coupling
function λ(κ), is important. In this paper we find the correct asymptotic form of λ(κ) for broad
class of realistic potentials and for nonzero values of angular momentum. New RAC formula
convenient for singular perturbation potentials is proposed.

Keywords: atomic resonance, molecular resonance, regularized analytical continuation method
(RAC), analytical continuation in coupling constant

(Some figures may appear in colour only in the online journal)

1. Introduction

Resonances in non-relativistic quantum mechanics are
defined as solutions of the Schrödinger equation
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where R is a distance from the origin at which the interaction
U(r)=0. It is important to mention that the eigenvalue k
enters the boundary condition equation (2) and thus the pro-
blem to find the eigenvalue k is nonlinear [2]. Generally all
the eigenvalues can be divided into three groups [3]:

• Im k>0, Re k=0, bound states. These states are easily
calculated because the solution ( )y Îr L .l 2

• Im k<0, Re k=0, virtual states.
• Im k<0, Re ¹k 0, resonance states.

Both resonance and virtual states are difficult to calculate
because the solution ψl(r) at large distances oscillates and
exponentially increases.

Recently the so-called method of regularized analytical
continuation [4] was proposed and successfully applied to a
resonances formed by collisions of electrons with molecules
[5] and atoms [6]. The RAC approach is based on the method
of analytical continuation in coupling constant (ACCC) (see
for example [3, 5, 7–10]).

It is the purpose of this paper to improve the accuracy
and stability of the RAC method by studying the analytical
features of the so-called coupling function λ(κ) on simple
models with the aim to improve its performance when applied
to real atomic and molecular systems. Rigorous mathematical
proof of its asymptotic behavior is provided for a broad class
of potentials for nonzero values of the angular momentum l.
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2. RAC method

The essence of the RAC method consists in changing the
strength of the potential U(r)

( ) ( ) ( ) ( )l +U r U r U r 3

so that for properly chosen λ the resonances are analytically
continued into the bound state region. In the bound state
region we have
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where the energy E is negative, k= = - =kE k i,k
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and
( )y Îr L .l 2 The energy now depends also on the strength

parameter λ, i.e. κ=κ(λ) and similarly we can consider the
inverse function λ=λ(κ). The resonances are then found by
solving the equation

( ) ( )l k = 0. 5

In real applications it is better to use as the perturbation
potential a potential different from U(r), i.e.

( ) ( ) ( ) ( )l +U r U r V r 6

and again the resonances are obtained by solving equation (5).
The transformation from resonance region to bound state
region proceeds as follows: for nonzero angular momentum
two symmetric resonance poles located on the unphysical
sheet start to move under influence of attractive perturbation
potential toward the origin. At some strength of the pertur-
bation both poles reach the origin and coincide. The S-matrix
has then a pole of second order at the origin. At further
increasing the strength of the attractive perturbation potential
one pole moves upwards to the physical sheet and forms a
bound state. The other pole moves downwards and forms a
virtual state on the unphysical sheet [3].

The lowest RAC approximation, the [3/1] approximation
[4], is a ratio of two polynomials, P(κ) and Q(κ), of the order
3 and 1 respectively,
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This function has two complex conjugate zeros

k a b= -  i .1,2
2

or in k-space

b a=  -k i1,2
2

and obviously describes one pair of resonances with the
energy ( )b a= -E 22 4 and width Γ=2α2β. The para-
meters α and β have direct physical meaning determining the
real and imaginary parts of the resonance energy. The

parameter δ describes a virtual state with energy = - dEV 2

4

.
To get the resonance parameters this function has to be
fitted to the input data. The standard way is to minimize the
functional
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where N is the number of bound state energies{ }= - kEi 2
i
2

computed with the perturbation ( )l V ri .
The resonance parameters are obtained by minimizing a

nonlinear function χ2 which is a function of several variables.
Minimization of a nonlinear function in several variables is a
difficult problem. The weakest point of this procedure is to
find the starting point (initial values of all variables) for a
larger number of variables. A bad choice may lead to a local
minima. In all real cases the resonance energy and width may
be approximately estimated. To use their approximate posi-
tion the RAC formula was designed such that it contains
directly these parameters as fitting parameters. A second
advantage of the RAC approach is the special form of the
function λ(κ), equation (7). It is designed in such a way that
the resonance pairs are always located on the unphysical
sheet, for details see [4].

In the following we will show that the asymptotic
behavior of the function λ(κ) is of essential importance for
efficient performance of the RAC method. In this study we
use two types of perturbation potentials:

1. The Gauss potential

( ) ( )= - -V r e , 9ar2

and
2. the attenuated Coulomb potential
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-
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e
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The Gauss potential is finite everywhere whereas the
attenuated Coulomb potential equation (10) is singular at
the origin. In the following we will show that this difference
is essential for the analytical continuation. Both potentials
were discussed recently by White et al [11]. In addition to the
attenuated Coulomb and Gauss potential they considered also
pure Coulomb potential. They conclude that the results with
the attenuated Coulomb potential are slightly better than those
obtained with the Coulomb potential and significantly better
than those obtained with the Gauss potential.

3. Asymptotic behavior of the coupling function

The problem of asymptotic behavior of the coupling function
λ(κ) for finite potentials has been studied by Freitas and
Krejčirí̌k [12] with the result that λ(κ) increases as κ2 at
k  ¥. In this paper we provide an alternative proof of this
statement and in addition prove that for potential singular at
the origin, as the attenuated Coulomb potential equation (10),

2
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this is no longer true. We prove that in such a case the cou-
pling function λ(κ) increases only linearly λ(κ)≈κ for
k  ¥. In addition we show that the correct account of the
asymptotic behavior is of great importance for efficient per-
formance of the RAC method.

3.1. Proof

This part contains exact formulation and proofs of the main
results on the asymptotic behavior of the coupling function λ

(κ). Let us consider equation (4) where we write t instead of r
(we work in polar coordinates below and using r would be
confusing) and-V instead of U. So, we rewrite equation (4) as
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We are interested in solutions ψ that satisfy the boundary
conditions
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( ) ( ) ( ( ) ( ) )l k k l k k= L = +¥ Linf with if is empty .

Let us formulate the following technical assumptions
(A) There exists Î n such that for every κ, λ>0 the

function ( )+¥  A: 0, defined in equation (11) has at
most n roots.

(V) ( ) ∣ ( )∣ò= < +¥+¥
+¥

V t V t dtlim 0,t 1
.

Let us mention that these assumptions are satisfied for
-ce at2

and -ec

t
at2
, so the theorems below apply to the Gauss

and attenuated Coulomb potentials.

Theorem 1 (Bounded potential). Let ( )Î +¥l 0, and let
[ )+¥  V: 0, be a continuous function such that (A) and

(V) hold. Denote =C
m0
1

0
, where ( )= >m V tmax 0t0 0 .

Then for every >C C1 0 there exists k > 00 such that

( ) ( )k l k k C C 130
2

1
2

holds for every k k> 0.

Theorem 2 (Unbounded potential). Let ( )Î +¥l 0, and let
[ )+¥  U: 0, be a continuous bounded function such

that ( ) ( )=V t U t
t

1 satisfies (V) and (A). Assume that

( ) >U 0 0 and denote
( )
( )

= +
C

l l
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0
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>C C1 0 and k > 00 such that

( ) ( )k l k k C C 140 1

holds for every k k> 0.

To prove these theorems, let us first consider the fol-
lowing general problem

( ) ( ( ) ( )) ( ) ( )y l y = -t B t V t t 15
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Let us assume that potentials B and V satisfy the
following.
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V t

B t
. There exists Î n such that for

all l > 0 the function ( ) ( )l+B t V t has at most n roots
in ( )+¥0, .

Lemma 3. Let (B), (V), (BV) holds. Assume that there exist
l̄ l >, 0 such that

(i) ( ) ( )l+ B t V t 0 for all ( )l lÎ >t0, , 0 and
(ii) there exist w > 0 such that ( ) ¯ ( )l w+ < -B t V t 2 on an

interval [ ] ( )Ì +¥a b, 0, , where - = p
w

b a n2 .

Then

¯l l L .

Proof. Step 1. We first observe that for every l Î  the
solutions ψ with ( )y =+¥ tlim 0t form a space of
dimension 1 and the same is true for solutions satisfying

( )y = + tlim 0t 0 . In fact, for +¥ it follows immediately
from [13, corollary XI.9.2] since ( ) ++¥B tlimt

( )l m= =¥V t B 2 and ( ) ( )ò ò= - +
+¥ +¥

¥q t dt B t B
∣ ( )∣l < +¥V t dt . At zero, the statement follows by the same

corollary after substitution ( ) ( )y= -u s e es s1
2 which trans-

forms problem equation (15) at +0 to
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Step 2. Let a b, and ω be as in assumption (ii). For a
fixed λ let us denote y¥, resp. ψ0 solutions to equation (15)
satisfying

( )y m= =m

+¥
¥ ¥ ¥¥e t B1 lim with ,

t

t
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resp.
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Such solutions exist, are unique, and depend continuously on
λ (see [13, section X.4]). For a function ( )Îy C I1 we
introduce ω-polar coordinates ( )r f  I, : 2 as functions
satisfying

( ) ( ) ( ) ( ) ( ) ( )r f wr f= ¢ =y t t t y t t tcos , sin .

In particular, if f0, resp. f¥ are the ω-angles of solutions ψ0,
resp. y¥, then ( ) ( )f t f t¥,0 depend continuously on λ for
any ( )t Î +¥0, .

Step 3. Observe that if ( ) <A t 0 on an interval I, then the
angle f(t) in ω-polar coordinates of a solution ψ(t) of

( )y y = A t is decreasing on I. If A(t)>0 on I, then the
solution is either positive and convex or negative and
concave, which implies that its ω-angle f(t) may increase at
most by π (if, e.g., a solution is positive and decresing (and
convex) on a part of I, then it may be positive and increasing
on another part of I or negative and decreasing, but not both,
so its angle stays in an interval of length π).

Since ( )
( )

( )
( )

= = + +¥lim 0 limt
V t

B t t
V t

B t0 and >¥B B, 00 ,

there exist ( )Î +¥ <c d c d, 0, , such that ( ) +B t
( )l >V t 0 on ( ) ( )È +¥c d0, , for all ¯l l . For l l=

we have ( ) A t 0 on + , therefore the solutions y y¥,0

defined in Step 2 satisfy ( ) ( )f pÎd 0, 20 (y0 is positive, and
therefore convex and increasing), ( ) ( )f pÎ -¥ d 2, 0 (y¥ is
positive, and therefore convex and decreasing). Hence,

( ) ( )f f- >¥d d 00 for l l= .
It remains to show the opposite inequality

( ) ( ) ¯ ( )f f l l- =¥ d d 0 for . 170

Then, since the values ( ) ( )f f¥d d,0 change continuously
with λ (by Step 2), there exists [ ¯ ]l l lÎ , for which

( ) ( )f f- =¥d d 00 , which means y yº ¥c0 on + , i.e.,
l Î L and the lemma is proved.

We show equation (17). Since, ( ) ( )l+ >B t V t 0 on
( )+¥d, for all [ ¯ ]l l lÎ , , the solution on ( )+¥d, is for
every λ positive decreasing convex, so ( ) ( )f pÎ -¥ d 2, 0
for all [ ¯ ]l l lÎ , . Analogously, ( ) ( )f pÎc 0, 20 for all

[ ¯ ]l l lÎ , . Let ¯l l= . On the interval [ ]c d, , the function
( ) ( )l+B t V t has at most n zeros. It means that there are at

most n subintervals, where ( ) ( )l+B t V t is positive, so f0
may increase by at most pn on these intervals. On the
remaining subintervals ( ) ( )l+B t V t is negative, so f0 is
decreasing and, moreover, on the interval [ ]a b, where

( ) w< -A t 2 we have ( ) ( )f f p- >a b n20 0 by the Sturm
comparison theorem (see e.g. [13, theorem X.3.1 and its
proof]). It follows that ( )f p p p< + - <d n n2 20
p p- n2 . Therefore ( ) ( )f f p p- < -¥ d d n 00 . This
completes the proof. ,

Proof of theorem 1. We can see that for ( ) ( ) k= ++B t l l
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k > 0. Let k Î  be fixed. Then obviously, assumption (i) of
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and the proof is complete. ,

Proof of theorem 2. First of all, we can see that for
( ) ( ) k= ++B t l l

t
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So, l satisfies condition (i) of lemma 3. We show that for an
appropriate constant C1 the number l̄ k= C1 satisfies
condition (i) for all sufficiently large κ. Let C1 be a fixed
constant (its value is specified below), then for any κ we set
l̄ k= C1 and
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Let D>0 be so large that
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and κ be so large (therefore τ so small) that
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So, condition (ii) of lemma 3 is verified and the proof is
complete. ,

4. Model example

To show the importance of the proved results we apply the
RAC method to potential scattering problems for which exact
results are easily obtainable. As a typical example we can
choose the interaction in the form of the Gauss potential

( ) ( )= - -U r U e . 18qr
0

2

This potential has been used many times in nuclear
physics as a potential model in the theory of nucleon-nucleon
scattering, see for example [14]. In this contribution we will
consider two examples.

1. Potential with parameters = -U 5.720 a.u. and
q=0.99 a.u. supports a p-wave resonance state with
energy ER=0.037012654 a.u. and width Γ=
0.020862435 a.u. In electronvolts this corresponds to
ER=1.0072 eV and Γ=0.5677 eV (here we use the
conversion ratio 1.0 a.u.=27.211385 eV). These
parameters simulate a typical electron molecule p-wave
resonance, see for example [4].

2. As a second example we consider a resonance
generated by the potential equation (18) with para-
meters U0=−0.64 a.u. and q=0.12 a.u. The
resonance energy ER=0.3028 eV and the width
Γ=0.2989 eV. This resonance is broad and very close

to the elastic threshold. It may be regarded as a model
for the es p2 P2 2 0 state of beryllium, [15]. Calculation of
this type of resonances is a very difficult task.

Let us start with the [3/1] RAC approximation,
equation (7), which represents a good compromise between
accuracy and the stability of the analytical continuation pro-
cess and which was applied to many real atomic and mole-
cular resonances. As a first test we take the Example 1 and
perturb the model potential with the attenuated Coulomb
potential equation (10). The calculation was performed with
the potential ( ) = - -V r e rr0.9 2

. The perturbed bound state
energies were calculated in the range 0.0–6.0 eV. The func-
tion λ was fitted using data in the range (0 − EM) with
increasing maximal energy EM<6.0 eV. The results of the fit
are collected in table 1. In the left column the maximal bound
state energy used for the fit is shown. The resonance energies
are in the second column and the widths in the third. From
results collected in this table we can make two conclusions:

The resonance energy as well as the width depend on the
maximal bound state energy used in the fit. The calculated
resonance energy decreases by 30 meV and the width
increases by 24 meV from the lowest to the highest energy.
This is to be expected because all RAC formulas represent
essentially a low-energy approach.

The second observation is that the resonance width is
determined with a considerable error. The average resonance
energy over the energy range equals 0.998 eV and the width
0.615 eV compared with the exact values 1.007 eV and
0.568 eV.

This is to be compared with the calculation where the
perturbing potential was the Gauss type ( ) = - -V r e r0.9 2

.
The results are in table 2. Both resonance energy as well as
the width are much more stable at changing the energy extent
of the input data. In addition the resonance energy and mainly
the width are much more accurate. The Gaussian potential
performs in this case much better that attenuated Coulomb
potential.

Table 1. Example 1—molecular resonance. Resonance energy ER

(eV) and the resonance width Γ (eV) calculated at the RAC [3/1]
level, equation (7),using the attenuated potential equation (10) as
perturbation with a=0.9. In the left column the maximal bound
states energy used in the fit is indicated. The last column shows the
χ2 of the fit equation (8).

Max. energy (eV) ER (eV) Γ(eV) χ2

0.611 1.013 0.603 0.154E-10
0.898 1.010 0.607 0.615E-10
1.515 1.006 0.613 0.356E-09
2.186 1.001 0.617 0.114E-08
2.539 0.999 0.619 0.180E-08
3.281 0.995 0.622 0.390E-08
3.669 0.993 0.623 0.543E-08
4.068 0.991 0.624 0.734E-08
4.899 0.987 0.626 0.125E-07
5.330 0.985 0.626 0.159E-07
5.772 0.983 0.627 0.199E-07
Exact 1.0072 0.5677

5

Phys. Scr. 95 (2020) 065401 T Bárta and J Horáček



The quality of the both fits is shown in the last column
where χ2 is printed against the maximal energy used in the fit.
It is seen that the χ2 of the fit with the Gauss potential is
smaller by several orders of magnitude than that obtained
with the attenuated Coulomb potential.

For the second example—the atomic resonance we
obtain similar results. See tables 3 and 4. Again here the fit
with the Gauss potential is much better than that obtained
with the attenuated Coulomb perturbation potential. The
reason why it is so is hidden in the asymptotic behavior of λ
(κ). The RAC [3/1] approximation, equation (7), for which
the Gauss perturbation works excellently, behaves as quad-
ratic function at large κ and thus cannot fit well function
which increase only linearly with κ as is the case of the
attenuated Coulomb potential. The only possibility to comply
with the correct asymptotic behavior is set δ to zero. In such a
case there are only three free parameters and the quality of the
fit deteriorates. To remedy this problem we propose for

singular potential the following RAC formula

( ) ( )( )
( )

( )[ ]l k l
k a k w d k
w k a d w tk

=
+ + +
+ + +

2 1

2
. 193 2

0

2 2 2

2 2 2

This function contains five parameters: a b d l, , , 0 as in the
previous case and an additional parameter τ. It is obvious that
for nonzero τ and δ this function has a linear asymptote.

The results of the application of this [3/2] formula are in
table 5 for the molecular case and in table 6 for the atomic
case. Both resonance energies and widths are now much more
accurate and are of similar accuracy as the [3/1] results
obtained with the Gauss potential.

In figures 1 and 2 we plot the position of the complex
eigenvalues of equations (1) with the boundary condition
equation (2) for both cases. Figure 1 treats the molecular reso-
nance (example 1) and figure 2 the atomic case (example 2). As
already mentioned the eigenvalues depend on the maximal

Table 2. Example 1—molecular resonance. Resonance energy ER

(eV) and the resonance width Γ (eV) calculated at the RAC [3/1]
level using the Gauss potential equation (9) as perturbation with
a=0.9. In the left column the maximal bound state energy used in
the fit is indicated. The last column shows the χ2 of the fit
equation (8).

Max. energy (eV) ER(eV) Γ(eV) χ2

1.098 1.009 0.573 0.108E-16
1.340 1.009 0.574 0.116E-15
1.844 1.009 0.575 0.206E-14
2.371 1.009 0.575 0.124E-13
2.920 1.008 0.576 0.445E-13
3.488 1.008 0.577 0.117E-12
3.779 1.008 0.577 0.175E-12
4.075 1.008 0.577 0.250E-12
4.678 1.008 0.577 0.466E-12
5.298 1.007 0.578 0.781E-12
5.614 1.007 0.578 0.980E-12
Exact 1.0072 0.5677

Table 3. Example 2. The atomic resonance: Resonance energy ER

(eV) and the resonance width Γ (eV) calculated at the RAC [3/1]
level using the attenuated potential equation (10) as perturbation
with a=0.1.

Max. energy (eV) ER(eV) Γ(eV) χ2

0.5922 0.3017 0.3199 0.227E-09
0.9328 0.2993 0.3210 0.919E-09
1.5253 0.2961 0.3218 0.379E-08
1.9724 0.2940 0.3219 0.776E-08
2.4604 0.2920 0.3219 0.142E-07
2.9887 0.2899 0.3217 0.241E-07
3.8560 0.2869 0.3211 0.475E-07
4.4840 0.2848 0.3206 0.708E-07
4.8129 0.2837 0.3202 0.853E-07
5.1517 0.2827 0.3199 0.102E-06
5.8591 0.2806 0.3191 0.142E-06
Exact 0.3028 0.2989

Table 4. Example 2. The atomic resonance: Resonance energy ER

(eV) and resonance width Γ (eV) calculated at the RAC [3/1] level,
equation (7),using the Gauss potential equation (9) as perturbation
with a=0.1. In the left column the maximal bound state energy
used in the fit is indicated. The last column shows the χ2 of the fit
equation (8).

Max. energy (eV) ER (eV) Γ(eV) χ2

0.7789 0.3049 0.3001 0.744E-15
1.5248 0.3051 0.2999 0.419E-13
2.3619 0.3055 0.2992 0.870E-12
2.8082 0.3057 0.2988 0.229E-11
3.7480 0.3064 0.2981 0.960E-11
4.2388 0.3067 0.2977 0.167E-10
4.7423 0.3071 0.2974 0.270E-10
5.2574 0.3075 0.2971 0.412E-10
5.7835 0.3079 0.2967 0.600E-10
6.8659 0.3088 0.2962 0.114E-09
Exact 0.3028 0.2989

Table 5. Example 1—the molecular resonance. Resonance energy ER

(eV) and resonance width Γ (eV) calculated at the RAC [3/2] level,
equation (19), using the attenuated Coulomb potential equation (10)
as perturbation with a=0.9. In the left column the maximal bound
state energy used in the fit is indicated. The last column shows the χ2

of the fit equation (8).

Max. energy (eV) ER (eV) Γ(eV) χ2

0.9718 1.0077 0.5669 0.249E-16
1.2771 1.0079 0.5671 0.901E-16
1.9283 1.0082 0.5675 0.671E-15
2.2729 1.0083 0.5677 0.164E-14
2.9977 1.0085 0.5682 0.725E-14
3.3773 1.0086 0.5686 0.140E-13
3.7681 1.0087 0.5689 0.249E-13
4.1699 1.0088 0.5692 0.414E-13
4.5824 1.0089 0.5696 0.656E-13
5.0057 1.0089 0.5700 0.101E-12
5.8835 1.0090 0.5707 0.217E-12
6.8026 1.0091 0.5715 0.421E-12
Exact 1.0072 0.5677
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energy used in the fit. In figure 1 the results obtained with the
attenuated Coulomb potential and [3/1] RAC formula are
denoted by blue circles and the exact position by the black
triangle. It is clearly seen that the blue circles, (attenuated
potential results), are located far from the exact value and are
extended in a considerable region. The [3/1] RAC Gauss results
are plotted with red circles. They are much closer to the exact

value than that of the attenuated potential and are confined to a
much smaller region. Finally the violet crosses denote results
obtained with the [3/2] formula equation (19) and the attenuated
Coulomb potential. In figure 2 the results are plotted for the
atomic case with the same notation. It is seen that the RAC [3/2]
results obtained with the attenuated Coulomb potential are of
similar accuracy as those obtained with the RAC [3/1]
approximation and Gauss potential.

5. Conclusions

In this paper we discussed how the shape of the perturbation
potential used for the analytical continuation from bound
states to resonance states affects the performance of the RAC
method. Two types of perturbation potentials were used both
of which were already applied to real problems: 1. The Gauss
potential which is finite everywhere (see for example [6]) and
the attenuated Coulomb potential singular at the origin dis-
cussed recently by White et al [11]. The main conclusion
from this work is that role of asymptotic behavior of the
coupling function λ(κ) is important. Rigorous proof is pro-
vided that the coupling function λ(κ) increases quadratically
at large energies for finite potentials whereas it increases only
linearly at large energies for singular potentials. A new [3/2]
RAC formula was proposed useful for singular potentials.
Two examples, one simulating a molecular resonance and one
simulating an atomic resonance were presented. It was shown

Table 6. Example 2: the atomic resonance. Resonance energy ER

(eV) and the resonance width Γ (eV) calculated at the RAC [3/2]
level using the attenuated Coulomb potential equation (10) as
perturbation with a=0.1. In the left column the maximal bound
state energy used in the fit is indicated. The last column shows the χ2

of the fit equation (8).

Max. energy (eV) ER(eV) Γ(eV) χ2

0.7569 0.3048 0.2986 0.964E-14
0.9328 0.3051 0.2992 0.295E-13
1.3172 0.3055 0.3005 0.159E-12
1.7437 0.3057 0.3019 0.538E-12
2.4604 0.3058 0.3039 0.201E-11
2.9887 0.3057 0.3051 0.386E-11
3.2678 0.3056 0.3056 0.511E-11
4.1650 0.3053 0.3069 0.102E-10
4.4840 0.3052 0.3073 0.123E-10
4.8129 0.3051 0.3076 0.146E-10
5.1517 0.3050 0.3079 0.171E-10
5.8591 0.3048 0.3085 0.225E-10
Exact 0.3028 0.2962

Figure 1. Example 1—molecular case. Distribution of S-matrix
poles, (Re(k) and Im(k) in atomic units), defined by equations (1)
and (2). Blue circles indicate the [3/1] results obtained with the
attenuated Coulomb potential, red circles the same obtained with the
Gauss potential for a set of maximal energies in the RAC fit. The
results indicated by violet crosses follow from the use of the new
[3/2] RAC formula, equation (19) with the attenuated Coulomb
potential. The black triangle shows the exact position.

Figure 2. Example 2—molecular case. Distribution of S-matrix
poles, (Re(k) and Im(k)), defined by equations (1) and (2). Blue
circles indicate the [3/1] results obtained with the attenuated
Coulomb potential, red circles the same obtained with the Gauss
potential for a set of maximal energies in the RAC fit. The results
indicated by violet crosses follow from the use of [3/2] RAC
formula, equation (19) with the attenuated potential. The black
triangle shows the exact position.
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that for both cases accurate resonance energy and width may
be obtained provided correct RAC formula is used: RAC
[3/1], equation (7), for finite potentials and RAC [3/2],
equation (19), for singular potentials.

In this contribution we restricted ourselves to a simple
problem: determination of resonances in potential scattering.
To solve this problem efficient numerical techniques exist, see
for example [16]. The real power of the RAC method consists
in the fact that it can be easily transferred to big atomic and
molecular systems as discussed in the Introduction. We hope
that results obtained in this study are applicable to the calcul-
ation of resonances in real atomic and molecular systems and
may substantially improve the efficiency of the RAC method.
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